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ALTERNATIVE APPROACHES TO THE THEORY 
OF THE BANKING FIRM 

During the past decade, the importance of a sound microeconomic foundation for aggregate 
economic analysis has been increasingly emphasized. In this context, a satisfactory theory of 
bank hehaliour appears as an indispensable prerequisite for a clear tinderstand*ng of the 
workings of the financial sector of the economy. This has led to the development of a substantial 
literature attemptmg to model and explain the behaiiour of banking firms. This paper presents a 
survey and discussion of the larlour approxhes which can be found in this literature. A special 
effort IS made to present an Integrated view of the real resource and financial aspect: of banking 
activities. 

1. Introduction 

During the past decade, the importance of a sound microeconomic 
foundation for aggregate economic analysis has been increasingly em- 
phasized. In this context, a satisfactory theory of bank behaviour appears as 
an indispensable prerequisite for a clear understanding of the workings of the 
financial sector of the economy in general. and of the money supply 
mechanism in particular. 

This has led to the development of a substantial literature attempting to 
model and explain the behaviour of banking firms. This literature, however. 
is still unsettled and rather heterogeneous. There exist a number of rival 
models and approaches which ha\,r: not yet been forged together to form a 
coherent, unified and generally acceptedi theory of bank behaviour. Of 
course. this reflects the difficult nature of the topic, as well as the different 
objectives pursued in different studies, and should not necessarily be viewed 
as an undesirable state of atYairs. Nevertheless. it seems’ worthwhile to review+ 
the field and make an attempt to evaluate and compare the various models 
which have been proposed. 

The main economic functions of financial firms are those of consolidating 
and transforming risks on the one hand, and of serving as dealers or 
‘brokers’ in the credit markets (the basis of which is the existence of 
transaction and information costs in these nrarkets) on the other hand.’ A 

‘See Nichans (1978. ch. 9. p. 166 f.) for emphasis on t’le distinction between these two main 
functions. For a detailed discussion of the functions of i;nancial intermediaries. see C-urley and 
Shaw (1960. p. 191 f.). 



s&factory theory of the banking firm which does not take into account 
these elements is inconceivable, therefore. Uncertainty, informational pro- 
blems and adjustment costs should and will therefore play a central role in 
much of the following discussion. 

AsVat- as risk is concerned, we can distinguish between two different kinds, 
. bath of which are important to a bank. On the one hand, there is 

‘investment’ or ‘default’ risk in connection with the assets held by the bank: 
as a creditor, the bank faces the risk that its debtors are not able or willing 

..t~ meet their obligations at tll I a -e agreed upon time and that the market’s 
evaluation of its assets and thus their yield fluctuate. On the other hand, 
there is ‘withdrawal’ or ‘liquidity’ risk in connection with the bank’s 
liabilities: as a debtor, the bank faces the possibility that its creditors are 
unwilling to extend or renew their credit to the bank. or that t!a.ey are willing 
to do so at different terms only. This type of risk. of course, assumes a 
particular weight in the case of demand deposits, where the creditor has a 
contractual right to withdraw all of his funds at any time, without any 
restrictions and penalties. 

The consolidation and transformation of risks, as well as the production 
and maintenance of financial contracts and transactions can be performed by 
the financial firm with the help of real resource (especially labour) inputs 
only. To a large extent, this is disregarded in the bank behatiour literature. 
In a way. this is surpr&in g. since the amount of real resources absorbed by 
the banking industry is of ;t quite substantial order of magnitude. 
Presumably, the idea behind this neglect is that the ‘real resource’ aspects of 
banking and the ‘finarizial or ‘portfolio’ aspects, on which most of the 
existing literature concentrates, can somehow be separated. The view taken 
in this paper is that such a separation is not justified. and that, at least 1;~ 
certain types of questions. the real and the financial aspects of banking 
should be dealt with in an integrated way. This seems particularly clear in 
connection with all kinds of questions concerning the growth, size. structure 
and efficiency of the banking industry, including especially discussions of the 
effects of various types of regulatory constraints imposed on banking firms.’ 
But, beyond that. SUC!~ a view is also potentially important for certain kinds 

‘Vuch of the discussion in this paper. houe\a. is in term of :I banking firm which 15 subject 
tbl no par?icular legal constraints and rtqukitions (with some cxwptions ConccrnIi~g rcw\c 
rquirc’mcnt~ and deposit inwrmce 111 sections 2.1 and 2.2. reqativcl> 1. Of course. mch 
regulations do exist and irffect bank bcha\iour in most countries around the world. although to 
different degrees and in different ways. Abstracting from them is not meant io imply that thq 
arc unimportant or uninteresting The iustifictiti~~it is. rather. that their impact on bank behaviour 
cannot be understood unless d theor! of bank behaviour in the absence of rc~~~,~tory constraints 
ha been developed first. That is. the latter should be logically prior. and ~1. st~tciy of the effects oI 
regulation then should follow in a second step. 



of traditional monetary policy (money supply) questions, as the portfoiio 
reaction of banks to monetary policy actions is influenced by real resourct 
factors, too. 

Our discussion will be organized into two main parts: Section 2 (sections 

2.1 and 2.2) deals with models of bank portfolio management. IA. with 
‘partial’ models, in the sense that the total size of the bank’s portfolio is 
assumed to be exogenously determined. so that only the question of the 
optimal allocation of this portfolio remains to be solved. Section 3 (sections 

3.1 to 3.3) then deals with ‘complete’ models of the banking firm, i.e., models 
which httempt to explain the joint determination of not only the structure of 
assets and liabilities and thiir interaction. but also the total scale of the 
bank’s operaticn ;tnd portfolio. 

A large proy?xtion of the cxistin, (1 literature on banking theory c‘onsists of 
partial mcxiels falling into the category of section 2. The most ;ipparent need 
for dealing wit!1 bank behaviour on 3 firm-theoretic IL’wI arose in ccjnncction 
with a bank’s rzservt’ and liquidity m;m;agement. which plays a central IAL ii? 
most t‘conomisl”s 1 iews of the money supply mechanism. I? seems quite 
n;rturtiL !herefore. that the first analytical models of bank behaviour were 
models of bank IP .J-Y~ (liquiditv) management. This branch of the literature, _ 
which in quantitatix terms has dominated up to this da]. will be reviewed in 
sect ion 2.1. It is characterized by the assumption that the total size. as well 
aS’ the structure, of the bank’s liabilities are exogenous2y determined and not 
sub_jcct EO optimizing beha~iour. the problem to be sol\.ed being the optimai 
;tlloc;ition of the gilen funds among v;vious assets, with particular attention 
being paid to the choice between e:lrnins ;issets ;ind reserve (liquid) assets. 

In~p~x-t:u~t as this problem is. it is but one’ aspect of a full theor! of the 
banking firm. First. an analjasis of the actiAtics m:Aing their appearance on 
the other side of the bank’s balance sheet, and thu> of its desired (optimal~ 
liAility side structure (inclvdinp the desired relationship between deposit 
IiAilities and c:lpittil xcount) in principal appears to be equally important 
;1s ;ln analysis of b;lnk ;Isset choice fol :i satisfxtory microeconomic 
found;lt ion of monct;lry t hwry. in part icul;lr money supply theory. This 
question will bc discussed in Ircc’t ion 2.2. still wldt‘r the assumption that total 

portfolio six is exogenous. 

A cwiiplctc thcory 01’ the hmliin= (1 firm. howwr. shouId not only provide 

;w integrated \ icw of the firm’s asset ;lnd liability tihoice. but also ailow an 
cndogenous dctcr~llill;lti(>n of the total scale of operalion of the firm. A 
rcI:\ti\ cl! mull twnhcr d ;lttctnpts has bwn made to dtxl with this problem. 
Three t>pcs of models will bc tli?;~inguishcd. dependins on different degrees *of 
emph;lsis. The first. ;md probab1j best known among these. assigns a crucial 
roll to the assumption that b;lnt;~ C‘;~II opmt~ a~ monopolistic price setters in 
deposit and ‘or credit markets. These l nlonopoly models’ will be discussed in 

section 3. I. The SCCOIKI t>pe. in contrast. puts heavy emphasis on the 



assumption of subjective risk aversion on part of the bank (or its owners). 
These ‘risk aversion models’ will be reviewed in section 3.2. The third type, 
finally, can be referred to as ‘real resource models’, because it is characterized 
by the fact tha.t, in contrast to most other models, it assigns a prominent role 
to the ‘real resource’ or ‘real production’ aspects of the banking business. 
This approach will be discussed in section 3.3. The characteristic elements of 
these different types of approaches are, of course, not mutually exclusive. The 
classificatio.7 followed thus has to proceed according to the relative emphasis 
given to different factors in different models, and some overlapping can 
obviously rot be avoided. 

2. Bank pwts”olio management problems 

As mentioned. most models belonging to this group are in essence models 
of bank reserve and liquidity management. The basic model on which this 
literature is based can be traced back to Edgeworth (1888). In more recent 
times this approach has been taken up by a variety of writers.” 

It essentially treats tile bank’s reserve and liquidity management decision 
as a problem of inventory optimization under stochastic demand. The idea of 
the approach can be summarized as follows. 

Btrsic liquidity mmu~gmwt nzodd. Consider a bank which has a given 
amount of deposits D, and which can choose between two assets, namely 
reserves R’ and an earning asset (loans) E. Let I* denote the Inet) yield on 
loans and assume that the bank is subject to withdrawal risk. i.e., it has a- 
priori-knowledge about deposit changes during the planning period (and 
thus about deposits at the er_d of the period) in a probabilistic form only, 
based on past experience. Let X denote the orrtfI~~ of deposits, and thus 
reserves. during the period, with (estimated) density function ,#‘(X ). Suppose 
that the occurrence of a reserve deficiency, i.e., a situation JNhere the reserve 
loss during the period X exceeds the beginning-of-period level of reserves R, 

3Sez. e.g.. Orr and Mellon (1961). Porter (1961). Morrison (1966). Poole (1968), Frost (1971). 
Baltensperger (1972a, b). Ritzmann (1973), Pringle (1974), Hester and Pierce (1975). Koskela 
I 1976). and Niehans ( 1978). 

“Sate that R must not necessarily represent cash reserves. In some variants of the model [e.g., 
Porter 11961). and Pringle (1974)-J, the reserve function is performed by securities (‘secondary 
rcwrk c\*). 



makes necessary certain costly adjustments for the bank (emergency borrow- 
ing, or emergency selling of asse;s). For simplicity. assume that these 
adjustment costs are proportional tc the size of the reserve deficiency, with p 
denoting the factor of proportionality (i.e., the cost per dollar). The problem 
is to choose the optimal (beginning-of-period) allocation of the given funds D 
among reserves and loans. 

If the bank believes the loan rate I’ to be independent of the volume of 
loans it extends (price taking behaviour in loan market), the two cost items 
which have to be balanced against each other can be expressed as rR for the 
opportunity cost of holding reserves. and 

for the expected adjustment cost due to rescrye deficiencies ( =‘liquidity 
cost’). 

Holding an extra dollar of reserves thus implies a marginal opportunity 
cost of 1’ ( > O), but a marginal reduction in liquidity cost L, = - p (l; f(X)dX 
< 0. Optimization requires 
elements. i.e.. equalization of 
additional reserves. 

minimization of the sum of these two cost 
m::rpinal cost and marginal ‘return’ of holding 

In words. this means that the bank must choose the 1~~1 of reserves such 
that [k ./‘(A’ )d.Y. the prc;bability of a reserve deficiency. is just equal to the 
rat& p. This condition defines the bank’s desired resews as a function of 
the data of the model: I*, 11 and J(X). 

In discussing this result, care has to be taken in properly interpreting the 
parameters I* and p. It is clear that in order to get a positive value for 
optimal reserves. we need $,I ./‘(A’ )dS > 14 p. If. e.g., .\‘(A’ ) is symmetric with 
I:‘(.Y ) = 0. ivc’ tl1us 11wd 1 L > I’ 1’. or I’> 3. Sometimes. 11 has been simply 
interpreted as the discount rate. 
fulfillment of the condition for a 
rallier unlikely. Furthcrmorc, this 
reserves depend on the structure 
their absolute lewl. However. it s 1 

and I* as the 10an rate, in which case 
lwsi t ive ltxel 01’ optimal reserves seems 
interpretation would imply that optimal 
ratio) of interest rates only. but not on 
wuld bc kept in mind that (a) 1’ in this \ 

context cannot be identified with the total loan rate. but rather it is the loark 
rate net of all costs (including administration and information costs) of 
extending credit, and (b) !J cannot be identified simply as the discount rate. 
Often a bank cannot borrow freely from the central bank. or has an aaXcrsion 
against borroG:p from it. A reserw deficiency forces a bank to rearrange its 



portfolio on short noti:‘.:. The rate 11 must reflect all the costs and 
inconveniences of such rea ,rangements. including transaction cost. 

GIvei: these ;tdditional considerations, fulfillment of the condition for a 
positive level of optimal ri:-erves does not seem unlikely at iill anymore. Nso. 
if I’ and p are functionally related to. but not identical to the loan rate and 
the discount rate, it becomes clear that optimal reserves depend not only on 
the structure. but also on the level of interest rates. (These points become 
mare apparent. of course, if real resource and transaction costs are modeled 
explicitly, as will be the case in some of the discussions in the following 
sections.) 

The type of model just outlined can be and has been modified to take 
account of a variety of additional elements. Some of these modifications will 
briefly be summarized. 

Dtxliilirlg der~rml fimt im jbr* loams. If the bank does not view I’ as a 
market determined parameter, but rather as being (negatively) rclatcd to the 
amount of credit which it extends. the marginal opportunity cost of reserve 
holdings is not given by I* anymore, but rather by the marginal revenue lost 
due to reducing E by a unit. Otherwise, nothing is changed. The firm’s 
optimality condition then becomes 

(jE(7-c) ciR- -ciE(n) bE= -[r(E)+Er’(E)]-f,,=O. (3) 

Modifications of thi\ nurture are an clement strongly cmphasi& in scvcral 
models to be rc\ieweS below (set section 2.1). Note also that the dcficiency- 
cost function p(_$’ - R ) could be made non-linear in a similar way. without 
affect@ the logic of the model [sec. c.g. Poole (19hX)]. 

RL~~J ~~~yuirurni~rlts. Legal reserve requirements ha~c been disregarded 
in our discussion so far. They can be easily incorporated into this frmcwrk. 
however. Their major effect is to reduce the critical ~aluc of the rc’stmc loss 

_%’ beyond which a reserve deficiency and corresponding adjustment costs 
occur. Without reserve requirements. this critical level of X is equal to the 
beginning-of-period lel.el of reserves R. If. e.g., tlw lcpal rcquircmnt is tht 
reseri-es at the end of the period ( = R - .I’ ) must bc at tcast cquat to a 
specified proportion k of end-of-period deposits ( = 13 - S 1,’ a reserve dc- 
liciency occurs wh:ne\er R-X <k(D---A’), or .Y > (K - M)‘(l - li)&. If a 
reserve deficiency occurs. its size is A’( 1 -- k ) - (R - k D) = (A’ - .v )( 1 - I< ). ‘The 
expected value of these costs thus is 

‘The precise effect of including rcst’r\e rquircments depends, of cour\c’. on the &tailed 
qxxilication of the kgal rtquiremcnts. including the definition of ~hal ik. dmissiblc ils kgul 
rcccr~c~. hw required reserve are to lx computed and held. ptxtltics in C;LW of \ iolations. etc. 
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(4) 

with dcriwtiw 

-- LR = 1) j’ ., i 'i ) dS . (9 

Thus. op:imalit> requires again that the marginal opportunity cost of 
holding restv-c’t’s ( = I’. if the bank is a price taker in the loan market) is equal 

to p multiprxd by the pi-ubability of a rcserw deficiency. This probability, of 
course. is given by the possibility of A exceeding .f no\%. rather than of ?r’ 
exceeding R. 

Cosf~ (!f friljll.‘cl kg lo 111~) qvliiwl Iw*fl0lif~ (sS-.wwtqi~~s 1. If (bqinning-of- 
period) adjustments to the optimal rtxrw position a determined abow 
(denote it as R*) were costless. the bank would continuously rearrange its 
portfolio so that it starts exh planning period at R*, independent of the 
level of reserves ‘inherited’ from the preceding period (R,, 1. In the presence of 
x~_iustment costs. howwr. ~1 acijustment to R* is profitable o111y if the 
resulting gain ( = reduction in rR + L) more than offsets the cost of the 
adjustment itwlf. In this c;1se. thcrc exists a range a-ound R* within which 
the bank will let ith rcserws Iluctuatc keely. without mahing adjustments.” 

If ~d;ustment costs arc proportional to the size of t hc adjustment. the 
bound;uk of this range arc piwn b>’ the points whcrc the nwyinal gain 
resulting from moving towrds R*. i.e.. the resultin, cr reduction of the wm 
(r-R -+- I, ). is just equal to the nwgin:~l adjustment cost ~1.- It‘ inhcritcd 
rwxvcs R,, are outside this range (as a result <>,f ;t corresponding value of ?r 
in the previous period). an adjustment to either the upper or the iowl 
boundary \f ill be made (dependin, u on whether R,, hs left the critical range 
on the uppt’r or lower side). Further ~~djustmcnts towrds R* would result in 
;I net marginal loss. taking into account the costs of the adjustment itself. 

1‘urtlierniore. if ~tcijustnicnt costs also include ;l fixed clcmcnt .21 which is 
indcpcndent of the size of the ad_justnic‘nt, ;in acijustiiiciit is profitablc on& it 
the rchulting gain cowrs all the ad.justnicnt costs. including the fixed clement. 
If ;m ~tdjilstment is ni;\dc. it Cll still kad to the iiplw or l~wcr lwiiildx~ 01 
111~ r;mgc just dcscribcd. fo) the stated ~xxso~~s. But K,, Iying oiitsidc thi5 
r;mgc clws. in thih c;wz. not ~~iitoiil~lticall~, imply that ai aJ_j~i~tmcnt i\ 



profitable. For this to be the case, the total gain (i.e., reduction in rR +t) 
resulting from bringing reserves up to the lower boundary or down to upper 
boundary, respectively, must be at least as large as the fixed adjustment cost 
M, plus the proportional cost term 1~ multiplied by the size of the 
adjustment. Thus, the size of the range within which no active adjustments 
are profitable is further increased. 

Dirers(ficution sf’ earning assets. So far we have allowed the bank to hold 
just one homogeneous earning asset. This is a simplification, of course. In 
reality, a bank holds a variety of different types of earning assets. One way 
to explain asset diversification by a bank is in terms of risk-return con- 
siderations along the lines of general portfolio theory (e.g. of the Tobin-- 
Markowitz variety). The application of this approach. which is based on the 
idea of ‘subjective’ risk aversion by the bank (or its owners) will be discussed 
separately below (see section 3.2). 

However, even if we stay within ?he expected profit maximization frame- 
work utilized so far, where the firm does not assign a negative value to the 
variability of profit per se, (i.e., as long as there is no feedback from this 
variability to expected profit), there are still ways to explain diversification of 
bank assets. One possibility is to extend the model of reserve management 
discussed above such that those earning assets which are characterized by a 
relatively high return ?t the same time are characterized by relatively high 
conversion cost into cash (i.e., are less ‘liquid’)? 

Another way to explain asset diversification which is employed as an 
important element of some models is to introduce non-linearities by assum- 
ing monopoly power of the bank in (at least some of) the earning asset 
markets. The bank then optimizes the structure of earning assets by 
equalizing marginal revenues for the various assets. Models emphasizing this 
element will be discussed separately below (section 3.1). 

Instead of introducing non-linearities on the revenue side, it is also 
possible, of course, to introduce them on the cost side. It has already been 
mentioned that the real resource cost 01 producing banking services have 
been rather neglected in much of the banking literature. Some models where 
these costs play a prominent role will be discussed separately below (section . 

33, however, so that a detailed discussion of this issue will be postponed, too. 

Injhwwtion costs. Uncertainty, i.e., incomplete information about various 
aspects of its activities plays a central role in many of the models of bank 
asset selection which hacti been mentioned. The degree of uncertainty is 
treated as completely exogenous in most of these models. On? exception is 
provided by Aigner and Sprenkle (1968) who hypothesize that the bank, by 

“See, e-p.. Ritzmann ( 1973. p. 162 ff ). and Baltensperger and Milde ( 1976) 
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spending resources on the collection of information about its customers, can 
reduce the expected rate of default, thus earning a return on its information 
collection activity. Their specification is somewhat questionable, though, 
since it is based on the presumption that bankers always overestimate the 
‘true’ probability of default, so that more information necessarily means a 
lower default probability. It is not clear (a) why this should be the case, and 
(b) why extra information should only be valuable if it results in a downward 
adjustment in the estimated default probability, as their model implies. The 
cost of informational errors arise because they lead to decisions which ex 
post will turn out to have been suboptimal. This is equally well possible, 
regardless of whether we initially h.ave an under- or overestimation of the 
‘true’ probability. 

An example of an approach which links the cost of incomplete information 
and the return to more information with the wriahility of certain random 
variables (such as default losses and dertlsit fluctuations), and thus avoids 
the above problem, is given in Baltensperger (1972b, 1974), and Milde (1976). 

Deterntirzants of the distributiorl of deposit chartges f’(X). The liquidity 
management model summarized above did express optimal reserves as a 
function of the parameters r and p, and the depdsit fluctuation distribution 
-f(X). Ifj(X) can be approximated by a normal distribution (which is to be 
expected, since X is the sum of a large number of independent changes in 
different deposit accounts),” and if. for simplicity, we assume E(X ) =0, 
optimal reserves can be expressed as a multiple h of the standard deviation 
of X, with b being determined by the ratio r/p. 

R=ba,. (6) 

The distribution of deposit fluctuations .f’( X ) should be expected to 
depend on the volume as well as the structure of the bank’s deposits, of 
course. We are still treating these as iexogenous; but we can nevertheless 
;.n$Dnsider the effects of parametric changes in them on the distribution f(X ) 
ti.nd thus reserves R. The following hypotheses appear reasonable [for a 
: ,:rmal analysis, see Baltensperger (1972a). and Miller ( 1975)] : 

- An increase in the level of (initial) deposits D will raise oxa and thuc R, but 
not in proportion, as long as it is the result of an increase in the number of 
(somewhat) independent causes of deposit changes (number of accounts). 

- A redistribution of a given D in favour of more volatile deposits (e.g., from 
time deposits to demand deposits) will increase ox and thus R, and vice 
versa. 

“Clearly, the normal distribution must be viewed as ,ur approximation. thoqh. since the 
upper limit of A’ is equal to initial deposits and thus finite. 
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2.2. Models of’ liability management 

While quite a lot of work has been done on the question of the optimal 
asset choice of financial firms, relatively little attention has been paid to the 
structure of the other side of the firm’s balance sheet and the question of 
liability management. Total volume as well as structure of liabilities usually 
are assumed to be exogenous and not subject to ,optimizing behaviour. 

An argument which is often advanced in support of this assumption is that 
a bank does have no choice other than simply accepting all the deposits 
offered to it by the public at the ruling deposit rates. Thus volume and 
structure of deposits are viewed as being totally demand-determined and, 
from the point of view of the bank, exogenous. This view is not convincing: 

First, it is not clear whether a typical bank is really as powerless and 
passive with respect to the size and structure of its liabilities as this argument 
has it. A bank has a variety of possibilities to influence the (relative and 
absolute) attractiveness of various types of liabilities, and thus the public’s 
demand for them, of which explicitly paid interest is but one. This is 
manifested, e.g., in the fact that banks are often seen to advertise vigorously 
for their deposit business. 

Second, and more fundamentally: even if the above argument were true, so 
that a bank has to accept completely passively the deposits which are offered 
to it by the public - at conditions, including deposit rates, which are, 
somehow, exogenously determined - it would still be sensible to ask for the 
volume and structure 01 liabilities which are optimal and thus desired by the 
bank at these conditions. Only supply considerations of this kind will enable 
us to know, e.g.. whether a given situation has equilibrium character or not, 
i.e., is acceptable to bank customers as well as the bank itself. They are 
indispensable, therefore, for a full understanding of bank portfolio behaviour 
and the structure of deposit rates and other conditions, since these are 
ultimately determined by supply as well as demand factors in any case. In 
contrast to a frequently met view, there is no difference at all in this respect 
between the markets for bank liabilities and any other markets. 

We will begin by concentrating on just two items on the liability side of 
the bank, homogeneous deposits D and equity capital WI Subsequently, we 
will discuss some elements of the determination of the structure of deposits. 

The deposit-capital decision. The bank’s capital account and its role has 
been almost completely disregarded in most analytical models of bank 
behaviour. Often, it is not mentioned at all, and in the remaining cases it is 
usually treated as exogenous and does not perform any meaningful role in 
the model.‘* We will begin with a model which is related to an approach 

‘@The following discussion is based on Baltensperger (1973). See also Baltensperger (1972a. b) 
Niehans (1978, ch. 9), and Taggart and Greenbaum (1978). 
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which has in recent years been emphasized in the general finance literature. 
It essentially applies the inventory theoretic approach previously used in 
connection with reserve management to the determination of the bank’s 
capital account and its supply of debt (deposits). 

A bank’s capital account performs an important economic function, 
fundamentally similar to that of liquidity reserves, namely protection against 
certain types of uncertainty and the associated possibility of emergency 
adjustments and costs. Consider a bank with a given (beginning-of-period) 
level and structure of assets A. The bank’s income Y from these assets for the 
decision period is known a priori in probabilistic form only, with (estimated) 
density function g(Y), partly due to default risk, partly due to uncertainty 
about (end-of-period) interest rates and asset prices [with g(Y) obviously 
being dependent on volume and structure of the bank’s asset portfolio]. If 
the bank issues an amount of deposits Q =debt) D, and promises to pay an 
interest rate i on these deposits, its end-of-period indebtedness will be 
D( 1 + i). If its end-of-period ,assets A + Y are less than its end-of-period debt 
D(l + i), it finds itself with a negative end-of-period net worth, i.e., is in a 
state of insolvency. The condition for this to occur can thus be summarized as 
A+Y-D(l+i)=(Y-iD)+(A-D)cO, or 

Y<D(l+i)-Ad’. (7) 

It is clear that, ceteris paribus, the probability of this event is positively 
related to the size of D, or negatively to W( = A - D). Insolvency is a costly 
affair for a firm, and thus an event which it prefers to avoid. It forces the 
firm into costly portfolio rearrangements under a short time constraint and 
may severely disrupt its regular activities. partly because of a loss of 
confidence by the public, partly because the bank may be suspended by 
supervising authorities. Creditor-debtor meetings will have to be arranged, 
legal services have to be employed, etc. It seems reasonable to assume that 
these costs of insolvency (which in part represent real resource costs) are 
positively related to the size of the capital deficiency (P - I’). For simplicity, 
we will assume in the following a proportional relationship. with the cost per 
dollar of deficiency denoted as CL The expected cost of insolvency S then can 
be expressed as 

S= i tr(f’- Y)g(Y)dY. 
-’ 1 

Maybe equally important as the costs of actual insolvency are the costs 
caused by the firm’s efforts to avoid insolvency. A firm will start to rearrange 
and reorganize its portfolio even before insolvency actually occurs, if its 
capital position falls below some critical level as a consequence of a ‘bad’ 
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year, in order to prevent insolvency. Also, the existence of legal capital 
requirements may impose similar costs on the bank even before insolvency 
actually occurs, whenever its capital account drops below or near to the 
required level. However, to keep things as simple as possible, we will let the 
term S as defined above represent all of these costs. 

The bank’s optimal decision with regard to its liability structure involves 
balancing these costs S against the cost of using equity capital rather than 
deposit funds. Let p be the opportunity cost of equity funds, and 
p> i. The marginal opportunity cost of increasing equity capital W 
dollar then is p-i. The corresponding marginal return is given 
associated reduction in S, 

assume 
by one 
by the 

SW= i a&&Y)dY=- s’ a(l+i)g(Y)dY, 
-X -m 

and optimately requires 

(9) 

p-i= -SW. (10) 

The optimal demano for equity capital and supply of deposits thus is 
determined by the rates p, i, a and the distribution g(Y), 
approach. 

In this discussion, we have still neglected two important 
which shall be taken up successively: 

(a) Issuing and maintaining deposit contracts requires 

according to this 

aspects, however, 

a real resource 
expense by the bank. Banks offer to their depositors a variety of services, the 
provision of which constitutes a major element of the contract agreement 
between the bank and the depositor (with the nature of these services being 
different for different types of deposit contracts). This aspect of banking, 
which has been emphasized, e.g., by Pesek (1970) and Saving (1977), will be 
taken up in more detail in section 3.3. At this place, we may simply 
introduce a cost function C(D) as an explicit representation of this element. 
The critical level of Y becomes then 

bD(l+i)+C(D)-A, (7’) 

and the optimality condition is 

p-(i+C,)= -SW, (10’) 
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with 

S,=- ; a(1 +i+C,,)g(Y)dY. 
-x 

13 

(9’) 

Furthermore, the costs of holding reserves and adjusting to reserve 

deficiencies should, according to our previous discussion, be viewed as 
dependent on D. Since these costs have been dealt with in detail in section 
2.1, we will, for simplicity, disregard them in the present context. They 
would, if taken into account, represent another marginal cost of increasing D. 

(b)’ We have so far treated the interest rate i paid by the bank to its 
depositors as a given, market determined magnitude, independent of the 
deposit-equity ratio chosen by the bank. Given the existence of the in- 
solvency cost S emphasized above, this does not seem justified. The 
possibility of insolvency implies that the nominal deposit rate i has to be 
distinguished from the expected rate of return received by depositors t. Given 
a positive probability of default, the latter is necessarily less than the former. 
The total interest payments paid out to the depositors of the bank are D, if 
Y>R and iD-(l+a)(Y-8), if Y&’ with expected value 

I 

iD- i (l+a)(%‘-Y)g(Y)dY=iD-((l+a)/u)S. (11) 
-x 

Thus, the expected rate of return paid to depositors is 

t=i-((1 +u)/u} l S/D<i. (12) 

Obviously, given the nominal rate i, t is a function of D. However, if the 
banking system is characterized by a reasonable amount of competition, the 
bank will be forced to grant the depositors a compensating adjustment in the 
nominal deposit rate i whenever the effective rate t is lowered due to an 
increase in the deposit-equity ratio. It should be noted that this has nothing 
to do with imperfect competition in deposit markets, but would be true 
particularly in a competitive environment. An increase in D, given g(Y) 
implies a lessening of the quality of the bank’s deposits. The bank thus 
cannot expect to sell these deposits at the same price as higher quality 
deposits? 2 We thus must see the deposit rate i as being functionally related 
to the firm’s financial structure. We can express this in form of a ‘price 

l1 Assuming, for simplicity, that the minimum value is such that this expression remains 
positive. 

“See Baltensperger (1976), and Barro (1976) for a discussion of credit market problems along 
these lines. 
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function’ which assigns a price i to each deposit quality, and thus to each 
level of D, 

i= i(D). (13) 

In a competitive environment, this function represents a market de- 
termined datum to the firm. If we disregard the effect of a change in D on 
the variability of the effective interest return to the depositors, or assume that 
the latter do not pay any attention to this variability, the market will see to 
it that a change in D (or W=A -D) will always be compensated such 
through an adjustment in i that t remains constant ‘(as long as market 
constellations stay constant). The price function i(D) is then implicitly 
determined by the expression for t [eq. (12)]. 

Considering that the use of equity capital implies opportunity costs equal 
to pW=p(A - D), the firm’s expected profit then can be expressed as 

E(r)=E(Y)-tD-C(D)-S-p(A-D). (14) 

The optimal liability structure is reached at the point where 

dE(sl)/dD= -t-C,-S,+p=O, 

or (1% 

p-t=C,+S,. 

That is, the bank will expand its deposit production up to the point where 
the ‘marginal cost’ of producing deposits (= C, + S,) equals the correspond- 
ing ‘marginal revenue’ ( = p -t). An interior optimum, of course, also requires 
that the two functions intersect each other from the right side, i.e., C,, + S,,- 
>O. Otherwise, corner solutions would be obtained.” 

Deposit insurance. It seems worthwhile to briefly consider the institution 
of deposit insurance in the present context. From the point of view of the 
depositor, deposit insurance makes all deposits equally attractive, inde- 
pendent of the bank’s insolvency risk, and it thus removes the necessity of a 
risk premium in the deposit rate. Thus, in this case i’(D) = 0. 

An efficiently organized insurance would graduate the premiums paid by 
the bank to the insurer according to insolvency risk and thus liability 
structure [given bank assets and g(Y)]. The bank would then simply pay a 
risk premium to the insurance company instead of depositors. To the extent 
that this is the case, the nature of the optimization problem of ihe bank is 

13For a further discussion of these second order conditions, see Baltensperger (1973, p. 153). 
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unchanged. If the insurance company can offer a lower risk premium for 
some reason than the premium which the bank would have to pay to 
depositors directly otherwise, deposit production is made less expensive, of 
course, with a resulting change in the optimal capital-deposit structure. 

The situation is somewhat different, if insurance premiums are determined 
independently of insolvency risk, e.g. as a fixed amount q per dollar of 
deposits. In the bank’s expected profit function, the premium payment qD 
then replaces the risk compensation (( 1 + a)/~~)!3 otherwise paid to depositors’ 
via price function (12), that is, we have 

E(n)=E(Y)-iD-C(D)+S/a-qD-p(A-D) (16) 

in place of (14), with i’(D)=O. The condition for an (interior) optimum then 
is 

p-i=C,+q-S,/cc. (17) 

It is clear that under these circumstances C,, >O is a necessary condition 
for an interior optimum. Otherwise, corner solutions would be una\-oidable, 
and u positive capital position would have to be forced upon the bank by 
legal restrictions (which are not infrequently found in this context). 

An identical premium rate q for all 6anks. furthermore. ob\*iously favours 
the relatively risky firms, i.e., those with a relativel! high G)-. at the expense 
of those with a relatively low by. In a contest where the bank’s assets are 
endogenous choice variables, such a systc:n results in a change in asset 
structure towards the relatively risky types of assets. This ‘ad\.erse selection’ 
phenomenon is well known from the U.S. deposit insurance system. 

Esten&m and other approaches. Before we turn to the next topic. a fe\\ 
brief remarks concerning various possibilities to extend this approach should 
be made. One such possibility is to incorporate information collection and 
diversification of assets as additional endogenous elements. To the extent 
that these activities lead to a reduction of by, they will affect the optimal 
deposit/capital decision. Obviously, the costs of these activities have to be 
balanced against their returns. See Baltensperger (1972b), and Baltensperger 
and Milde (1976). Another possibility is the explicit incorporafion of 
regulations and legal restrictions. Some authors discuss the bank’s de- 
posit/‘r;apital decision in terms of a framework relying exclusively on re- 
gulation. See, e.g. Mingo and Wolkowitz (19771, and Santomero and Watson 
(1977). Such an approach, although important in a context with deposit 
insurance, is less basic than the one outlined above. 

Pringle (1974) has alsd discussed the bank’s capital decision, but in a 
different model which disregards insolvency cost S as well as service 
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production cost c, which were stressed above. His model treats the problem 
essentially as one of liquidity management, under the assumption of exog- 
enous (but stochastic, i.e., uncontrollable) deposits and a less than perfectly 
elastic loan demand function facing the bank. The bank can obtain ad- 
ditional funds, however, in the form of equity capital, at a given marginal 
cost p. His model, therefore, is more a variation and extension of the 
liquidity management approach discussed in section 2.1.’ 4 

The firm’s balance sheet constrair. r.~ Z +E = D + W, where ‘liquid’ assets 2 
in his model are not cash reservc3, but securities (which can be held in 
negative amounts, representing bank borrowings). Deposit changes during 
the period, and thus end-of-period deposits are stochastic (but exogeneous) 
as in section 2.1. The bank chooses E and W (and thus initial 2) at the 
beginning of the period. If end-of-period deposits are less than E - IV, it has 
‘used-up’ its inventory of liquid assets and must borrow, at a given marginal 
cost p. 

Essentially, since in this model the firm has no choice regarding D, it uses 
equity capital as a supplementary source of funds, up to the point where its 
(constant) marginal cost is just equal to the (declining) marginal revenue on 
loans. Of course, the use of equity capital is efficient only if its cost /? is less 
than the marginal borrowing cost p, which is an assumption of the model. 

Thus, what the Pringle model says is, in essence, that given fixed deposits, 
the bank will raise additional funds from the least cost source and make 
additional investments, as long as the marginal return from the latter exceeds 
the cost of financing. This least cost source of financing is assumed to be 
equity financing. In this way, the model does yield a determinate solution for 
the firm’s capital position, wittrout taking into account its risk bearing 
function. However, if the least L PAit source of financing were assumed to be 
something different, the firm in this model would use no equity capital. Also, 
if the firm’s demand function for loans is such that, even with a zero equity 
capital (i.e., investing just the given deposit funds) the marginal revenue from 
loans is already driven down to or below fll the firm would use no equity 
capital. Furthermore, if the marginal revenue from extending loans is 
constant (price taking behaviour in loan market), the optimal capital 
position is indeterminate (either zero, or infinite, or irrelevant). Thus 
Pringle’s approach to the determination of the bank’s capital position is less 
basic than the one outlined above, in the sense that his bank uses equity 
capital only as a supplementary source of capital, because other sources of 
funds are assumed to be, either exogenously fixed (deposits) or more 
expensive (p >/J). 

‘*These remarks refer to Pringle’s formal model (his section I). On some further aspects of his 
discussion, emphasizing the maturity structure of liabilities, see footnote 21 below. ‘It might also 
be added that his model allows for subjective risk aversion; but this is of no particular relevance 
for the essence of his arguments in the following discussion. 



The deposit structure. So far, we have allowed the bank to issue only one 
type of deposits. The analysis can be extended to include different types of 
deposit liabilities. For simplicity, we will conduct the discussion in terms of 
just two types of deposits, say, demand deposits (D, ) and time or savings 
deposits (IQ. Generalization to more than two deposit types D is unproble- 
matic, but does not yield additional insights of substance. 

Our previous discussion has assigned an important role to the real 
resource cost of producing deposits (an element which will be emphasized 
again in section 3.3 below). These costs, together with the costs of liquidity 
management (emphasized in section 2.1 above) are also of primary impor- 
tance in the determination of the structure of deposits. One of the main 
differences between different deposit categories clearly is the different nature 
of the services associated with the respective deposit contracts. and of the 
underlying production technologies. Without going into these matters in 
great detail, let us express the total resource cost of producing deposit 
accounts and the associated services as depending on the levels of both types 
of deposits (with positive and increasing marginal cost for each deposit type), 

C=C(D,, D2). (W 

Suppose that the interest rates paid by the bank on the two deposit types 
are i, and i,, respectively. and assume that the firm treats these as market 
determined parameters. For simplicity. neglect the problem of equity capital 
and insolvency cost discussed in the preceding part of this section.‘” and 
treat the problem of reserve and liquidity management as already solved. 
yielding. in accordance with the discussion in section 2.1. both R and L as a 
function of Q, and thus 

R=R(D,.D2) and L=L(D,.D2). (19) 

The bank’s expected profit function then is 

E(rr)=E(~)-i,D,-i,D,-C(D,.D,)-L(D,.D,). (20) 

with earning assets 14 = D, -I- D, - R fixed exogeneously. The optimal struc- 
ture of deposits then is determined by the conclition 

(21) 

‘“An integration of these elements with the present model is possible, but at the expense of 
yuife ;1 bit more complexity. 
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where subscripts 1 and 2 denote partial derivatives with respect to D, and 
D,, respectively. The appropriate second order conditions must also be 
satisfied, of course. Otherwise, the optiwm is given by a cornerasolution. 

If the resource cost C, as well as the dependence of the liquidity 
management cost (reflected in L and R ) on deposit structure is neglected [as 
is the case, e.g., in Klein (1971), as discussed in section 3.1 below], a 
determinate interior optimum obviously cannot exist as long as i, and i2 are 
market determined parameters. An interior solution can be generated in this 
case by making the deposit rates a function of the respective deposit levels, 
i.e., postulating monopoly power and thus price setting behaviour of the 
bank in its deposit markets. Whether this assumption is justified or not with 
respect to deposit markets is an open question and probably depends on 
specific circumstances. (It might be noted, however, that the mere fact that 
these markets do not precisely satisfy all the requirements of a textbook 
perfect competition market model does not*yet imply that the monopoly 
model is better than the competitive model. T’tiere are virtually no real world 
markets which precisely meet all the requir&nents of the former, either - 
both models are extremes, and the question is which one is the better 
approximation.) In any case, the assumption of monopoly power can easily 
be incorporated into the analysis by simply replacing the levels of the interest 
rates with the respective marginal interest expenses for both deposit types in 
eq. (21). (By choosing D1 and D,, the bank then has also selected i, and i2. 
of course.) It is clear that in this case a well defined interior optimum is 
possible even if C, L and R (or their dependence on deposit structure) is l 

neglected. This element ot deposit rate and structure determination has been 
emphasized, e.g., in the models by Klein ( 1971) or Monti ( 1972). 

3. Complete models of the banking firm 

The models discussed in the sections 2.1 and 2.2 of this paper are partial 
(portfolio structure) models dealing with questions of either asset choice 
(section 2.1) or liability management (section 2.2). This is comparable to the 
analysis of the minimum cost production of a given level of output in the 
oeneral theory of the firm. A complete tlheory of the banking firm, of course, cc 
has to go beyond that and explain not only the bank’s asset and liability 
choices and their interaction (if any), but also the determination of the total 
size of the firm. There are a number of different (but not mutually exclusive) 
factors which can be used to explain the scale of the firm: monopolistic 
market forms, risk aversion, and the real resource cost of producing banking 
services. We will distinguish three different approaches, depending on which 
of these factors is emphasized most. 



3.1. Monopolc _ 

Most of our 
behaves as a 
however, view 

previous discussion has been in terms of a bankins firm which 
price taker in a competitive environment. Many authors, 
the presence of monopoly power as something characteristic 

1 

for banking markets, and thus prefer to work in terms of models incorporat- 
ing this assumption. (On the appropriateness of this view. sek the comments 
at the end of the preceding section.) 

There is one set of models of the banking firm in which the assumption of 
monopoly power is assigned a dominating role for the logic of the model. in 
the sense that it explains not only firm scale, but also portfolio structure 
virtually on its own account. This group includes, e.g.. the well known model 
by Klein (1971), as well as the model by Monti (1971, 1972)? These mod& 
are characterized by the practically complete neglect of the resource cost 
aspects of the banking business and, in essence. determine bank scale and 
portfolio structure via (net ) revenue maximization alon market determined 
demand functions by the public for bank products. Although this procedure 
does allow a solution to the problems of firm scale and portfolio sfructure, it 
does not by jtself appear to be a very satisfactory solution as long as _ . 
resource cost aspects are neglected. since it cannot tell anything about the 
production and supply characteristics of bank services. This is manifested by 
the fact that models of this sort completely break dc-kwl; if the firm is forced 
to behave as a price taker rather than a price setter (ivhereas an approach 
bii\ed on resource cost elements - at least in principle can function 
regardless of form of market behaviour). It should be emphasized that this is 
not meant to be a critique of the assumption of monopolistic forms o1 
bchaviour in bank markets. Maybe this is the better approximation to the 
real situation in many cases. The point is that a model which functions 0~~1~~ 
beawse of this assumption is lackin, 0 something and cannot provide a full 
and satisfactory understanding of bank behaviour. 

The essence of the Klein model can be summarized quite easily. since it 
has a basically rather simple structure. The bank can choose among three 
assets: cash reserves, government securities, and loans. On the liability side. 
three items are again distinguished: two types of deposits. called demand 
deposits and time deposits, and equitv capital. The latter is exogenouslv II 
fixed and performs no real function in-the model (i.e.. it could be dropped 

“‘A number of other authors also employ the mcwopoly pcwcr aw~mption. e.g.. *~owc~ 
( 1974). Sealcy and Lindley ( t 977). and Pringle ( 1974). M~wc~~cI.. in thcsc models this assumption 

does not play as dominant a role as in those mentioned I~WC. since the) also include either 

resource cost or risk aversion considerations. ,A group of models which should also bc 
mentioned in this context is the literature dealing with savings institutions in tht: U.S.: e.g. 
Goldfeld and Jal’fec (1970). Slovin and Sushka (1975). This litcraturc skill not be pursud furth. 

since it deals with rather special (U.S.) institutiond problems. but it typically employs ~1 

approach of the type discuwd here. 
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without any consequences for the logic of the model and its solution). The 
bank is assumed to maximize expected profit.’ ’ 

The model determines the optimal structure of assets and liabilities (apart 
from the exogenous capital account) as well as the total size of the bank, 
under the assumption that it acts as a price taker in the market for 
government securities, but as a monopolistic price setter in the markets for 
bank loans as well as the markets for both deposit types. Tha’t is, the 
(average) rate of return on loans is considered by the bank to be negatively 
related to the amount of credit extended: rE= I-,#), with V&O; and the 
(average) rates of interest which the bank has to pay on the two deposit 
types are viewed as being positively dependent on the levels of the respective 
deposit types : i, =il(D,) with i+O, and i, = i, (I&), with ii > 0. The bank 
thus is seen as a monopolist optimizing along the loan demand and deposit 
supply curves of the public. 

The bank’s demand for reserves is determined by use of an inventory 
management approach with stochastic deposit withdrawals, as summarized in 
our section 2.1. The treatment of reserves is somewhat questionable, though, 
because the reserve flow distribution f’(X) is assumed to be a fixed 
distribution, independent of the composition of deposits, and homogeneous 
of degree one in total assets. This has the implication of making total reserve 
holdings R as well as the expected adjustment cost term L linear homo- 
geneous in total porPolio size and completely independent of deposit mix. 
For an alternative treatment of these relationships, see Baltensperger (1972a). 
and Miller (1975). 2 

Given these elements, the workings of a model of this type can be 
understood quite easily. Since the rate of return on government securities I’, 
is exogenous, it follows that the bank will extend loans until the resulting 
marginal revenue is equal to this exogeneous rate: Q +E+ = I^,. This 
determines the bank’s supply of loans. Furthermore, the bank will sell 
deposits (of either type) until the corresponding marginal expenditure is 
equal to Fg (=the exogeneous rate I-~, adjusted for the ‘marginal cost of 
liquidity management, a factor independent of portfolio size and deposit 
structure under the assumption summarized above): i, + D, Vr = iZ + Dz ii = tq. 
This determines the levels of D, and Dz (or, expressed alternatively, the rates 
i, and i2). These levels, together with the exogeneous capital account, 
determine total portfolio size. As explained above, reserves are determined as 
a given proportion of total portfolio (the size of this proportion depending 
on the parameters of the reserve s‘low distribution, I’~, and p, but independent 
of volume and structure of deposits). This determines total earning assets, 

“The model by Monti is similar to Klein’s, but does also consider the implications of 
different objective functions for the bank, e.g., size (deposit) maximization instead of profit 
maximization. 



and thus, since the loan volume E has already been determined, the bank’s 
demand for government securities.‘* 

The Klein model has a number of weaknesses which make it - as it 
stands - less than completely satisfactory (which does not exclude, of course, 
that its elements can usefully be included in a more complete model). It has 
been mentioned already that it relies exclusively on the assumption of 
monopoly power by the bank. Klein’s bank is in the market (i.e., earns a 
positive profit) only because of its monopoly power. The model breaks dqwn 
completely as soon as the bank has to operate as a price taker in competitive 
markets. The bank would under such circumstances hold but one asset 
(either government securities or loans, depending on whether I*~P Y,), and it 
would issue one type of deposits only (D, or D,, depending on whether 
i, 8 i2). Its total scale. furthermore, would be either zero or infinite or 
undefined, depending on whether the higher asset rate is less or more than or 
equal to the lower deposit rate. corrected for liquidity management cost. 
Somehow, it seems that such an approach is not quite satisfactory. regardless 
of whether actual banking markets are typically monopolistic or not. 

What is missing is a satisfactory analysis of the costs of banking activities. 
In connection with deposits, one should take into account the following 
aspects : 

The cost of liquidity management should be included in a more meaningful 
way, by (at least) making it dependent on the structure of deposit liabilities 
(and possibly not homogeneous of degree one in scale). Differences in 
withdrawal risk are certainly one of the main distinguishing characteristics 

“This summary of the model differs in one point from the exact specification by Klein. He 
tictually made the loan rate rE dependent not on the total volume of loans, but on the share of 
loans in the total portfolio. This seems peculiar in a model where total size is not fixed.. but 
variable and endogencously determined. It implies that the bank can sell loans at unchanged 
cond,tions, if only its portfolio structure remains unchanged. regardless of whether its total 
crcdi: cxtcnsion is $1 million or $500 million. On the other hand, the bank has to accept a 
worsening of the terms at which it can extend credit as a consequence of even the most marginal 
change in its asset structure. It seems that the logic of the model would require that the loan 
rate is viewed as a function of the total volume of loans, rather t5an their share. precisely as 
deposit rates are viewed as being Jcpcndent on the total volumes of deposits. rather than their 
share in total liahilitics, If portfolio size is fixed, both specifications are equivalent. of course. But 
the Klein model explicitly attempts to determine portfolio size endogcneously. This specification 
problem has consequences for one aspect of the model’s solution. With Klein’s exact specifi- 
cation. the loan market optimality condition determines the share of loans, rather than the 
absolute level (as is the case with the alternative specification used above). Since deposit levels 
and reserve holdings are determined precisely as explained above, the only resulting difference is 
that total earning assets are distributed among securities and loans in a different way. With 
Klein’s exact specification, the share of loans in total portfolio is independent of total portfolio 
size (and thus of the public’s deposit supply functions), while with the alternative specij’ication 
used above, this is the case for the level of loans (the remaining part of earning assets n both 
cases being held in the form of government securities. 
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of different types of deposit contracts, e.g. demand deposits versus savings 
deposits. 

-The cost of producing and maintaining deposit contracts and the associated 
services should be taken into consideration, these again being among the 
characteristic differences which allow a meaningful distinction between 
different deposit types in the first place. Only by taking into account 
elements of this type can we meaningfully discuss the determinants of 
relative deposit supplies and rates. In Klein’s model, there exists no 
difference between the two deposit types from the point of view of 
production and supply, the only differences between them being differences 
in demand. 

For bank assets, again, the costs of producing and maintaining different 
, types of credit contracts, as well as differences in default risk and con- 

sequently in insolvency costs (S) should be considered. Also, differences in 
the cost of adjustments when facing liquidity problems (i.e., differences in 
conversion costs into cash), as suggested in section 2.1, can be important. 
Inclusion of these elements allow a more meaningful differentiation, between 
diflerent bank assets than is possible in Klein’s model, where - from the 
point of view of production or ‘supply’ - there again exist no distinguishing 
features between them, the only such differences being differences in the 
market demand curves which the bank faces. 

These aspects are imlportant in connection with two results which were 
stressed by Klein and discussed repeatedly in the literature subsequently [see, 
e.g., Pringle (1973)]. Thdse are (a) the question of the independence of asset 
and liability management. and (b) the question of the determination of 
relative deposit rates. 

(a) Klein argued that the bank’s optimal asset choice is independent of the 
optimal liability choice and thus of deposit market characteristics and 
deposit rates paid. He linked this with the discussion about deposit rate 
ceilings and prohibition, pointing out that the original justification for these 
regulations involved an argument connecting the composition and riskiness 
of bank asset portfolios with the degree of competition in deposit markets 
and thus the deposit rates paid by banks. He attempts to prove this 
argument wrong by demonstrating that in his model the shares of all three 
assets are independent of the size and structure of deposit liabilities and thus 
of deposit market features. 

However, while it is true that this result does hold in his model (given his 
exact specification, see footnote 18). it is clearly the consequence of some 
very special and questionable assumptions and falls, as soon as the model is 
reformulated along the lines suggested above. E.g.. we need only make .f’(X ), 
and thus R and L, dependent on deposit composition. as would appear most 
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reasonable, to get a dependence of the shares of earning assets versus reserve 
assets on deposit structure. Introducing other cost elements including re- 
source cost and insolvency cost, will bring further joint elements into the 
determination of optimal bank assets and liabilities. This will be stressed in 
the approaches to be discussed in sections 3.2 and 3.3 below. It should be 
emphasized, however, that all this is not meant to be a defense of the 
argument in favour of deposit rate regulation referred to above. That 
argument is silly, and even if it were correct, it could not justify deposit rate 
regulation any more than it justifies regulation of the price of any other bank 
expense, e.g., salaries. This discussion is aimed at the question of the 
relationship between optimal asset and liability structures only. 

(b) In Klein’s model, since the two deposit types are in no way distinguish- 
able from the production point of view, it turns out, of course, that the 
optimal setting of the two deposit rates depends exclusively on the properties 
of the respective deposit supply functions of the public. More specifically, the 
relative levels of these two rates depend on the relative supply elasticities of 
the public for the two deposit types. If these are identical for both, both 
deposit rates would have to be equal. Since in the U.S. the explicit payment 
of interest on demand deposits is illegal, Klein cannot further disregard the 
resource costs of producing deposits (which otherwise are totally disregarded 
in his model) in this context. He calculates a ‘cost rate’ for demand deposits, 
by comparing the’direct expenses allocated to demand deposit accounts. net 
of the bank’3 service charge income, with the stock of demand deposits 
(based on Functional Cost Analysis Data). The implicit rate obtained in this 
way is lower than the average rate paid on the time deposits. He explains 
this by arguing that banks typically face a less elastic supply in demand 
deposit markets as compared to other deposits markets. This may be true. 
However. it seems that another factor which can explain (at least) part of 
this difference is the difference in the cost of liquidity management (our terms 
R and L) between the two deposit types, which is disregarded by Klein. In 
view of the different nature of demand and time deposit contracts, this 
difference should be quite substantial. Furthermore. the statistical calculation 
of cost rates for individual banking services will always be problematic. due 
to the existence of a very substantial proportion of joint (‘indirect’) costs 
which cannot clearly be allocated to any particular bank activity.” Also. as 
Klein himself notes, another way for banks to pay their depositors in the pres- 
ence of rate limitations is via preferential loan treatment. Klein’s conclusion 
that demand deposits are ‘more profitable’ than other deposits is subject to 
some doubts, therefore. Nevertheless, these remarks are not meant to imply 
that questions of market form and differences in supply - or demand -- 

“‘On this question, see Adar. Agmon and Or&r (1975). 
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elasticities facing the bank may not be important. Their purpose is simply to 
draw attention to some further aspects of the problem. 

In summing up our discussion, we can say that the approach reviewed in 
this section puts too much of a burden otl the assumption of monopolistic 
market forms, at the expense of other relevant factors, This does not 
represent a disagreement with the view that financial institutions can perform 
a role in ‘imperfect markets’ only, and that otherwise they have no reason to 
exist [see, e.g., Pringle (I973)]. I totally agree with this (see the introduction 
of this paper), if by ‘imperfect markets’ we refer to the existence of 
incomplete information, uncertainty, adjustment costs, and the like. But this 
does not necessarily imply that the traditional monopoly model is always 
superior to the model of the price taker in describing and analyzing these 
markets. Markets featuring these elements can be atomistic markets characte- 
rized by a high degree of competition nevertheless. 

Finally, it might be noted that a monopoly bank in the sense of being the 
only bank in the whole system is something different from a monopoly bank 
as discussed above. Such a bank presumably would have to take total 
reserves (or the monetary base, - discount rate, or whatever else the 
monetary authorities fix) as given, take into account the interactions of 
the complete financial system. especially in the form of ‘redeposits’. in its 
optimization process [see Aftalion and White (1977) for a discussion of such 
a bank]. The ban2 in Klein’s model is not a monopolist in this sense. It 
expects no redepositing, i.e.. given the deposit rate, it expects no change in 
the public’s supply of deposits as a result of an increase in its credit 
extension. Thus it has to be thought of as a monopolist in its own local 
market which, however, competes for reserves with other banks in other local 
markets. If redeposits are included (Aftalion and White), the question arises 
whether this represents an externality to the bank. This is the case only if. in 
equilibrium, deposits are obtained by the bank at lower costs (at the margin) 
than other funds. If effective deposit rates are not artificially fixed, there 
exists no reason for this.40 be so. 

The models reviewed so far have worked with the assumption of expected 
profit maximization. This does not mean that risk is not important in these 
models. In fact, risk does play a crucial role in all of them, as should be clear 
from the preceding discussion. However, it does mean that the firm is 
assumed to care about risk only to the extent that it feeds back into, and 
thus is reflected in expected profit itself, e.g., via the possibility of costly 
emergency adjustments. The firm is assumed not to care about variability in 
its income and profit for ‘its own sake. 
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Formally, this may be interpreted as implying a linear utility function for 
bank profit. This can be viewed as d simplification and approximation. In 
principle, the approach can be generalized to let the bank maximize the 
expectation of a utility function U(R), instead of expected profit E(X). Of 
course, this makes the detailed analysis much more complicated. Since it is 
not always clear how much of substance is gained in exchange, expected 
profit maximization may be justifiable in many cases as a first approxi- 
mation, even if basically a more complex utility function is viewed as being 
more appropriate. 

However, there exist a number of models which approach the theory of the . 

financial firm by applying the general theory of portfolio behaviour under 
assumptions of serbjective risk aversion, and which thus obviously are based 
on the latter assumption in a crucial way. These models represent another 
way of dealing with the question of asset and liability interactions and the 
determination of firm scale. Such an approach has been pursued by Parkin 
(1970). Pyle (1971), and Hart and Jaffee (1974). 

These authors apply general portfolio theory (of the Tobin-Markowitz 
variety mostly), i.e., they treat the financial firm simply as a collection of 
financial assets with exogeneous (but stochastic) rates of return, and with 
liabilities treated as negative assets. The most basic of these models is the 
one by Pyle, since he discusses, in this type of a framework. the conditions 
under which intFrme$ation will take place, i.e., under which a firm will sell 
deposit liabilities ( =negative amounts of a specified asset) in order to acquire 
(positive amounts of) other financial assets.2o His model has not been 
developed for commercial banks specifically, but is of interest in this context 
nevertheless and provides an interesting contrast to the approaches discussed 
above. 

Pyle completely disregards liquidity and solvency considerations, as well as 
real resource costs, He considers an intermediary which has the choice 
between three securities: a riskless security, plus two securities with an 
uncertain yield over the given decision period, referred to as ‘loans’ and 
‘deposits’ (all of which can, in principle, be held in positive as well as 
negative amounts). The question is under what circumstances the firm is 
willing to sell risky ‘deposits’ in order to buy risky ‘loans’. Letting zO. z1 and 

“‘More basically, he attempts to answer the question of which assets (in positive or 
negative amounts) the financial firm will hold. Cootncr (1969) gives another discussion of the 
same approach. Parkin (1970). and Hart and Jaffee (1974). on the other hand, assume that the 
menu of assets and liabilities which are held by the firm is institutionally given, and go on to 
discuss the properties and comparative statics of portfolio choice under these conditions. 
Parkin’s study is empirically oriented and applied to U.K. discount houses; Hart and Jaffee 
discuss theorktically the incorporation of certain institutional features special to depository 
institution& such as reserve or liquidity requirements (but only as exogenous constraints), or 
constraints on the admitted range of assets and liabilities. See also Kane and Malkiel (1965) for 
another approach involving risk aversion. 



26 E. Baltensperger. The theory of the banking firm 

z2 denote the amounts of the Three assets, with a0 + a1 + a2 =0, and ro, Y, 
and r2 the corresponding yields per decision period, with r. certain, and r~ 
and r2 random variables with given expectations and (joint) distribution, the 
firm’s profit for the decision period is 

The firm maximizes expected utility of n, where the utility function U(R) is 
characterized by risk aversion (i.e., is concave). The uncertainties about the 
decision period yields rl and r2 (as well as the relationship between them) 
are seen as arising from differences in the lengths of the respective maturities 
and the decision period. 

Pyle shows (not quite surprisingly) that, in the case of stochastic inde- 
pendence between asset and liability yields, intermediation (a, ~0, a2 4) will 
occur only if there is a positive risk premium on loans [E(r 1 ) > r,] and a 
negative risk premium on deposits [r. >E(r2)]. In other words, if there is a 
positive expected yield difference between assets and liabilities. If there is a 
positive dependence between the two rates rl and r2, these conditions are 
still sufficient for intermediation to occur. This is seen clearly by comparison 
with the independence case: positive dependence is a more favourable 
environment for the intermediary than independence, since the probability of 
realizing a negative yield differential falls. Thus, intermediation can in this 
case be profitable even if there is a non-negative risk premium for deposits 

lm, ) 2 rol9 as long as the positive effect of (positive) dependence is strong 
enough. The probability for intermediation to be profitable, of course, 
increases ceteris paribus with the expected yield difference E(r, ) -E(r, ), and 
with the degree of positive correlation. 

In this model, the optimum asset and liability choices are clearly in- 
terdependent (except in the case of independence between rl and r2, where 
they happen to be separable). Note also that in this model the assumption of 
risk aversion is crucial to ensure a finite firm size, as well as a place for the 
riskless asset in the portfolio. What is basically involved here is an arbitrage 
process exploiting the difference between E(r,) and E(r2) which is checked 
by the resulting increase in risk. As the degree of risk. aversion declines 
towards zero, it becomes profitable to engage in this type of arbitrage ad 
infinitum - presumably until the yield differentials which started it are 
eliminated. 

This raises the question of what gives rise to these differentials in the first 
place. It is clear that Pyle’s results concerning the conditions under which 
intermediation will take place in his framework are correct. What is less clear 
- and not answered by Pyle, but in a sense the more basic aspect of the 
question he asked - is why such conditions should ever come inttj existence 
(and persist). Why will the bank find customers willing to hold Z. financial 
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asset (‘deposits’) at an expected rate below the one which the bank can 
obtain itself, and others which are willing to indebt themselves to the bank at 
an expected rate exceeding the one which the bank has to pay itself? That is, 
the approach does not really, in this basic sense, make clear what makes the 
intermediary come into existence, and thus what function it performs. 

In the context of the Pyle model, which disregards questions of resource 
(transaction, information, etc.) costs and liquidity and insolvency con- 
siderations, the only answer which can be given to this question is in terms 
of risk aversion. Without risk aversion arbitrage would (in the absence of 
transaction cost etc.) immediately eliminate the rate differentials which form 
the basis of Pyle’s model. With risk aversion, this will not be the case, of 
course. For every individual, it will then be ‘profitable’ (in terms of expected 
utility) to engage in arbitrage up to a certain point only (determined by its 
degree of risk aversion). In a way, then, each of These individuals can be 
viewed as an intermediary in the sense of the Pyle m$gdel. (The question is 
whether the number of such individuals would not be suff:zient to completely 
eliminate the need for further arbitrage, i.e., effectively eliminate expected 
yield differentials even in this case.) 

Of course, alternative answers to this question can be given in terms of 
specialization and resource costs (including transaction and information 
costs), or in terms of the consolidation of liquidity as well as insolvency risks 
and costs. These are the elements which were stressed in the approaches 
discussed in the first sections of this paper (and which will again be stressed 
in the concluding section). Realistically, these must be viewed as major 
sources for the persistence of rate differentials which cannot be disregarded 
by a satisfactory analysis of intermediation. 

In connection with the question asked by Pyle, it does not seem sufficient 
to just take the various yields and their interrelation as representing part of 
the state of nature. Rather they should somehow be endogenous to the 
model, not necessarily in the sense of price setting, but in the sense in which 
even in a purely competitive system equilibrium prices are determined by 
cost as well as demand conditions. This requires that somehow the nature of 
the services produced by the firm makes an appearance in the model, in one 
form or another, This is not the case in models which restrict themselves to a 
direct application of traditional portfolio theory to the financial firm, and it 
is hard to achieve in such a framework. Of course, it is true in a formal sense 
that a financial firm is nothing but a collection of assets and liabilities. But 
so is General Motors, and any other economic unit. It does not follow from 
this that a direct application of portfolio theory (of, say, the Tobin- 
Markowitz kind) does provide a full understanding of all activities of 
General Motors (which, again, does root mean that it cannot contribute 
something to such an understanding). What is unsatisfactory is the assum- 
ption of exogenous (albeit stochastic) rzvt yields for all the different assets 
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and liabilities. One of the major tasks of a theory of the firm must be to 
explain how the firm combines resources of various kinds in order to 
generate these net yield and profit streams. This requires going beyond a 
pure traditional portfolio approach. These comments, however, are not 
meant to imply that portfolio theory and risk aversion cannot play a useful 
role as an element of a more complete model. 

There is another point concerning the Pyle model which deserves some 
comment. It was mentioned before that uncertainty about deposit rates in 
that model is seen to result from differences in the length of the decision 
period and the maturity of deposits. If the decision period is longer than 
deposit maturity, the decision period rate of interest on deposits is uncertain 
because the future course of deposit rates is uncertain. In all this, the length 
of the decision period, and its relationship to the maturity of deposits and 
assets is exogenous (in the sense that a commitment to hold or, and dc2 for 
the entire period has to be made at the beginning). The relationship between 
these periods is a much neglected question. But suppose that the length of 
the decision period is chosen as being equal to the maturity of the deposit 
liabilities (and that, as in Pyle’s model, just one deposit maturity is allowed). 
Then there is no *idncertainty about the (decision period) rate of interest on 
deposits r2 and, oi$f course, there can be no dependence between rl and r2. 
The (decision perod) rate of return on assets is uncertain (unless asset 
maturity is just equal to deposit maturity), but the portfolio decision is 
renewed in regular intervals, with no uncertainty about deposit rates over 
each of the successive decision periods. As long as the bank is restricted to 
the given menu of assets (and liabilities) and thus to just one deposit 
maturity, this seems superior to making a decision at the beginning over 
several deposit maturity periods together (which was the justification for 
viewing deposit rates as random). 

However, if deposit instruments as well as assets with various maturities 
(e.g., ‘short’ and ‘long’) are available, the question of deposit rate uncertainty 
becomes meaningful again. This case is discussed by Niehans and Hewson 
(1976, appendix), in a ‘term structure’ model where the bank has to choose 
between long- and short-term deposits and loans and the direction and 
extent of maturity transformation (i.e., different amounts of various matu- 
rities on the two sides of the balance sheet).21 The problem then becomes 
one of evaluating the (uncertain) future short rates and their relationship to 
the current rate structure. Maturity transformation will take place if there 
are deviations from ‘term structure parity’ which can be exploited. As long as 
such deviations persist, arbitrage will be profitable, if the (transaction) cost of 
the arbitrage process itself and the associated risk of an open position are 
covered by the expected gain. 

“Pringle (1974, pp_ 790-791) alsc has some interesting thoughts along 
the question of bank capital management as one of the maturity structure 

these lines, by 
of liabilities. 

treating 
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Even if only one deposit maturity is available, it can be efficient to make 
portfolio decisions over several maturity periods together, and consequently 
treat deposit rates as uncertain, if the costs of making decisions and portfolio 
adjustments are taken into account. This, however, leads back to the type of 
approach employed in the preceding sections, where variability is undesirable 
because of (real) expected costs associated with it, rather than a (subjective) 
dislike of variability per se. 

In connection with models based on subjective risk aversion, the question 
of the time horizon over which the firms expect to operate and its 
relationship to the length of the decision period of the models under 
discussion should be raised, finally. Even if basically risk averse behaviour 
for the bank or its owners is assumed, it is, presumably, not the variability of 
a single period (e.g., yearly) profit figure which is of primary relevance in this 
respect, but rather the variability (i.e., unpredictability) of profit over the 
entire period during which the firm expects to operate. Expressed differently, 
the relevant variable should be the variability of ‘terminal wealth’ or, in 
terms of a short period (e.g., yearly) profit figure, the variability of ul:ernge 
period profit over the long run, which will tend towards zero, if the horizon 
is long enough and single period results are independent. In other words. as 
long as the time horizon is long enough, expected period return is an 
accurate measure of what the firm will actually earn per period, on the 
average, and in this sense is an appropriate magnitude for firm owners to be 
concerned with, maybe more so than a criterion involving also a (single 
period) variability figure. Note again, however, that expected profit itself 
must incorporate the fact that extreme realizations of certain random 
variables, such as deposit outflows, default losses, or profits. can cause 
emergency problems and thus costs to the firm (namely the cost of bringing 
the firm back to the optimal ‘starting position’). The (single period) 
variability of these variables thus feeds back into expected costs. If (single 
period) variability appears to be of importance to the bank empirically, this 
is perfectly consistent with such a view, therefore. 

Of course, the owners of the firm as individuals do also face the possibility 
of emergency problems and adjustment costs as the result of (single period) 
variability of their income. They have to take into account these costs and 
balance them against the cost of devices helping to contain this risk (e.g., 
‘precautionary’ savings), precisely as analyzed for the firm before. Taking into 
account these costs, they should then maximize expected utility for their 
entire planning horizon. This element can give an explanation for the 
existence of an aversion to (single period) variability of income. 

The major part of the literature concerned with the theory of the banking 

JMonE B 
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firm treats the real resource or ‘production’ aspects OP banking as of 
secondary importance only, and most often completely refrains from ex- 
plicitly introducing them into the analysis. This is an undesirable state, since 
the banking business is actually quite resource (especially labour) intensive, 
and since there is no reason to believe that the real and the financial aspects 
of banking can be treated separately. 

There exists one strand of the literature, however, which views the real 
resource aspects as a crucial element of any attempt to understanding the 
role and behaviour of banks and the financial system. This approach has 
been particularly emphasized by Pesek (1970) and Saving (1977), but also by 
a number of other authors, including Towey (1974) and Sealey and Lindley 
(1977).;?” These models essentially represent pure ‘production cost’ models of 
banking, i.e., they explain size and structure of bank liabilities and assets 
purely in terms of the flows of real resource costs of generating and 
maintaining those stocks (emphasizing in particular the cost of deposit 
production). Almost all of the other elements characteristic for the ap- 
proaches discussed in the previous sections, including the cost of liquidity 
management and solvency protection (which, as emphasized before, also 
represent real resource expenses in part) are completely disregarded. 

Such a production cost approach starts with the view that each type of 
deposit liability (and, in some cases, each type of asset) is characterized by 
the pray-ision of a specified combination of services to the respective bank 
customers: ‘The liqancial institution can maintain a stock of earning assets 
or deposits on its balance sheet only by constantly producing a flow of 
services to its customers and thus constantly incurring a flow of costs’ 
[Sealey and Lindleqi (1977, p. 1255)]. These services (e.g., some combination 
of check clearing, withdrawals and deposits of funds, bookkeeping, safety, etc. 
in the case of deposits, or some combination of evaluating credit risks, 
bookkeeping, etc. in the case of bank assets) are produced by the bank with 
inputs of real resources under a given technology. That is, the bank has a 
production function relating different combinations of liabilities and assets to 
corresponding feasible combinations of inputs. E.g., if the production and 
maintenance of all the different liability and asset types are viewed as 
independent processes (see Sealey and Lindley), we have a separate pro- 
duction function for each of the i assets and j liabilities, 

E,=Ei(ri,,) and Dj= Dj(rj,,l)r (23) 

where Ci,h denotes the quantity of input type 12 employed in connection with 
asset type i, etc. More generally, a production function allowing technical 
interaction between various activities can be specified (in implicit form), 

H(Ei, Dj, t:,)=O. 

22See also Kareken (19671, Stillson (1974), and Adar, Agmon and Orgler (1975). 
t 

(23’ ) 
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The bank then is viewed as maximizing its 

R=C ‘iEi_C ijDj_C Wht’h 

i j h 

(where b%‘h is the decision period rental 

of’ the htrnking firm 

profit 
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(24) 

price of input tl), subject to the 
technical constraints (23) or (23’), a balance sheet constraint CiEi =cjDj( 1 
4~) (where kj is the .- exogenous - cash reserve requirement for liability 
type j), and market determined prices ri, ij and 1~~ (or corresponding demand 
and supply functions of the public for Ei, Dj and ch, if the bank is able to act 
as a price setter in any of these markets). This yields the optimal levels and 
combinations of all the Ei, Dj and c,,, according to the usual theory of the 
firm principles (with second order conditions requiring decreasing returns to 
each activity and scale, as in any other production process).‘” It is clear that 
in such an approach, decisions regarding asset and liabilitv structure and 
scale generally will not be independent of each other, but made jointly. 

Alternatively. and to simplify the following discussion, the minimum cost 
combinations c,* for producing each Ei - and Dj - combination can be found 
first, and profit expressed in terms of a cost function C = C(Ei, &)- 

x=x riEi_C ijDj_C(Ei, D.i)a (24’) 
i i 

The real resource costs emphasized in this-approach have already played 
an important part in some of the previous discussions in this paper. 
especially in connection with deposit supply in section 2.2. In this writer’s 
opinion, it is highly desirable to assign more weight to models of this type.2S 
However, they should be more fully integrated with some of the other 
elements traditionally stressed in banking models, especially with liquidity 
and solvency management aspects, than is the case in the studies mentioned 
above. 

Such an approach, which combines several of the aspects discussed in the 
previous parts of this paper, was developed by Niehans (1978, ch. 9, pp. 175 
ff.). and will be sketched below. The presentation followed here is based on a 

%stead of defining each deposit (and asset) type in terms of a specified bundle of associatcxi 
services (and letting the customers choose between these), one can also treat changes in tb:s 
bundle as changes in the quality of a given type of deposits. Towcy (1974) deals with the 
problem in this way. Also. charges for specified w-vices cm he introduced into such a 

framework, of course. 
“Another approach for which ‘real resource’ aspects are crucial is a ‘brokerage’ 01 

‘distribution‘ approach which stresses differences in the costs of (credit) transactions between 
different pairs of transactors. Such an approach has been emphasized by Niehans and Hewson 
(1976) in connection with the Eurodollar business. This type of approach has been unduly 
neglected in the banking as well as the non-banking area. 
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similar model by Baltensperger and Milde (1977), which was influenced by 
an earlier version of the Niehans model. The analysis is based on the 
assumption of expected profit maximization and price taking by the firm in 
all markets. Hoiever, it can easily be modified to take account of price 
setting along the lines of the standard monopoly model (which seems to be 
preferred by many authors, and may be necessary to limit the scale of the 
firm in the presence of non-decreasing returns to scale in the technical 
sphere, just as in any other area), and should, in principle, be amenable to 
reformulation to take account of profit variability, if so desired (although at 
the expense of greater analytical complexity). 

Joi,lt determination of asset structure and firm scale. A simplified version 
of the model will be discussed first, which integrates the resource cost 
elements mentioned above with an explicit treatment of liquidity manage- 
ment costs. Questions of default and insolvency risk and capital management 
thus will first be disregarded for simplicity’s sake. To further simplify the 
discussion, the model will be in terms of just one type of deposit liability 
(with a specified package of services) and one type of earning 3sset.25 The 
bank’s balance sheet constraint thus is R + E = D. Deposit changes during the 
decision period are uncertain, so that there are liquidity management costs as 
summirized in section 2.1. The present model can be considered an extension 
of the basic model discussed there to a situation where total portfolio size D 
and thus firm scale .is not fixed, but 3 choice variable, and where the real 
resource cost of producing and maintaining deposit and credit accounts C 
=C(D, E) are taken into account.26 It thus allows to determine endo- 
genously not only the optimal allocation of assets (between R and E), but - 
in contrast to the model of section 2.1 - also the optimal size of tot31 assets 
and liabilities. The firm’s expected prolit can be written l 

E(n)=rE-iD-C-L, (25) 

where C=C(D,E), R +E = D, and L is defined in eq. (1). However, in 
contrast to the discussion in section 2.1, we cannot treat the density function 
f(X) as fixed in the present context, but must keep in mind the dependence 
of its parameters on the size of the bank’s deposit liabilities. 

It is convenient to model this explicitly by expressing L in terms of 
standardized units. Let ~-=X/C,, and b = R/a,, 3nd assume - to simplify the 
presentation - that X is distributed normally with zero mean. Then we can 

‘“Generalization to more assets and liabilities is formally quite straightforward, however. 
z6Maybe C should be made dependent on the number of accounts rather than the total 

volumes of D and E. For simplicity, a constant average size of deposit and credit accounts is 
assumed in the following so that this distinction becomes irrelevant. 
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write 
. 

(1’) 

where ox = a,(D), with a; >O (and 4 denotes the standard normal distri- 
bution). Thus we have L= L(D, b), with L, >O and Lb CO. 

Maximization of (25) with respect to R and D (and thus E) yields the 
following first order condition : 

SE(7?)dD=o 
SR --= 

dE(‘)dD=o _r_.dD=()_LdD=() 
_-----------_-= 

bE R R =o. (33) 

(27) 

Condition (26) says that the bank should change its asset structure in 
favour of earning assets until the resulting marginal revenue is just equal to 
the corresponding marginal production and liquidity cost. This corresponds 
to our condition (2) in section 2.1, except that we did not explicitly include 
the production cost term C there. This becomes clear if we note that 

c;D=O= _c;D=O and LiDzo= -p j f’(X)dX= -p i $(s)d_x 
R’ ‘b 

to obtain 

(26’) 

Condition (27) states that the bank should expand its production of 
deposits and thus its scale until the resulting marginal gain is just equal to 
the corresponding marginal cost. Note that 

so that we can alternatively express this condition as 

These two conditions together determine the optimal size and asset 
structure of the bank, as well as -- through the cost function -- its resource 
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input (assuming that the appropriate second order conditions 
ximum are satisfied, of course). We can further evaluate 

for a ma- 

Ld,R=O = (SL/dD)db=o + (SL/db)(cSb/SD)dR=o 

If we substitute (26’) into (27’), and use this expression for LtRzo, we have 

(r--&)(1 - bo;)= (i+C,)+a; -L/a,. (27”) 

The left- and right-hand side in this equation represent the marginal gain 
and marginal cost resulting from increases in the scale of the bank under the 
assumption that the optimal structure of assets is continuously maintained 
[i.e., eq. (26’) is continuously satisfied]? It might be noted, finally, that 
certain extensions of this model are quite straightforward. E.g., it can easily 
be reformulated for the case of a monopolistic bank. The relevant marginal 
revenue and expenditure expressions then simply have to incorporate the 
(positive or negative) elasticities of the respective supply and demand 
functions faced by the bank. The model can also be extended to include 
different types of deposits and assets, along the lines discussed previously. 
This leads to further- interactions between liability and asset choice, because 
of resource cost interactions on the one hand, and because of the dependence 
of J(X) and thus reserve management and liquidity costs on the structure of 
deposits on the other hand. The model by Klein (1971) can be obtained as a 
special case from such an approach, namely if resource costs are disregarded 
(C=O), and if f(X) and thus the L-function is treated as independent of 
deposit structure and homogeneous of degree one in total size? 

Joirlt deternzinatiorl of capital structure and firm sc&. The discussion 
above has disregarded default risk, insolvency costs, and equity capital 
considerations, and determined the optimal size and asset structure of the 
firm in a model incorporating real resource as well as liquidity costs. We can 
consider an analogous but opposite case by turning these assumptions 
around and jointly determining the optimal equity-deposit structure and firm 
size in a model which incorporates real resource and insolvency co&s, but 
(for simplicity) disregards liquidity costs and reserve management con- 
siderations;. The bank’s balance sheet constraint then is E = D + W (as in 

z’!nspection of f26’) shows that if C, is independent of firm scale, the optimal asset structure 
is such that a constant value of b (i.e., of reserves relative to a,) is maintained. 

“‘It is clear that under such circumstances a finite size of the firm is determined only if r’ CO 
and /or i’ > 0. 



35 

section 2.2), but with E variable and endogeneous (in contrast to section 2.2). 
The distribution of the return Y flowing from earning assets E is stochastic 
again (as in section 2.2), but now also depends on the size of E [and its 
structure, if endogeneous, with E(Y) = rE, and by = o,(E), a; > 01. 

The bank now maximizes 

E(lr)=rE-ED-C(D.E)-S-p(E-D), (28) 

where S, t and p are as defined in section 2.2, with respect to E (=total 
portfolio size, in this case) and D (and thus, implicitly, W). A detailed 
analysis of this model is analogous to the one for the first model discussed 
above. 

Joist &terntirtution (,S lrsset-strtrcturu, liabilitpstructure :zd jirm scale. It I 
should be clear that the elements of the two models discussed above can be 
combined to allow a simultaneous analysis of firm size, assets-structure and 
liability-structure, taking into account real resource costs, liquidity costs and 
insolvency costs all at ;he same time. The bank’s balance sheet constraint 
then reads R + E = D + W= A (assuming just one type of asset and deposits), 
and the firm maximizes 

E(n)=rE-tD-C(D,E)-L-S-pkk’. (29) 

The firm has three choice variables now. E.g., we can view it as choosing 
total portfolio size A and two variables characterizing the structure of asset 
and liability side, respectively. e.g., ‘x=E/A (implying ~-z=RM) and 6 
= D/A (implying l-6 = W/A ). Expected profit then can be expressed as 

E(n)=mA -tcStl-c(.*l,~,S)--(A,31,S)-S(A,z,S)-p(l --&A 

=[rr-St-(1--6)p]A-C(A,r,&-L(A,r,S)-S(A.r,S). 

(30) 

The expression [w-& - (1 -S)p] measures the difference between the 
expected rate of return on assets I’, weighted with the asset structure 
parameter a, and the weighted (with the liability structure parameter S) sum 
of the two expected cost rates t and’ y. The cost expressions C, L and S are 
as previously defined, but expressed in terms of the portfolio allocation 
parameters 31 and 6, too (so that the partial derivatives of these functions 
with respect to A measure the respective marginal costs under conditions of 
constant portfolio structure). Optimization with respect to A, a and 6 
determines the optimal structure of the bank’s asset and liability portfolio as 
well as its optimal scale in terms of the parameters of the underlying cost 



36 E. Baltensperger, The theory qf the banking firm 

and return functions. It is clear that in a model of this type, a?1 of these 
decisions will be made in an interdependent way. 
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