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Preface

This book is a sequel to Development Theory and the Economics of Growth,
published in 2000 with the aim to vindicate the theoretical insights and
accumulated empirical knowledge of classical development economics and
to integrate them into the mainstream of modern growth economics. The
growth and development field has expanded in the last twelve years in wel-
come directions that aim to deepen our understanding of the fundamental
determinants of comparative development. This new book evaluates these
new directions, including developments in endogenous growth theory and
economic geography as well as the rise and challenge of the new institutional
economics, in the light of the earlier, classical contributions to development
theory.

As with the previous book, the professional economist and researcher will
find in the present one original theses on the contributions that early devel-
opment theory can make to the research program of the economics of growth
and comparative development. Graduate and advanced undergraduate
students in economics will find a balanced theoretical treatment and an
assessment of the empirical evidence provided by new and earlier approaches
to economic growth and development.

The elaboration of this book has drawn very heavily onmy teaching activity
over the past two decades at both the University of Notre Dame and the
Universidad Nacional Autónoma de México (UNAM), my research over the
years on the growth performance of developing countries, especially in Latin
America, in the postwar period, and a long-time interest in classical develop-
ment economics. While the book has had a very long gestation period, it is
only over the past two years, with the generous support of the Faculty of
Economics at UNAM, that it has taken its present shape.

I am grateful to the many students that provided feedback on my courses.
Very special thanks are due to three students, Santiago Capraro, David
Maldonado, and Luis Monroy Gómez Franco, who in addition to their feed-
back on many aspects of the book provided excellent and enthusiastic
research assistance.

I am indebted to many colleagues who commented on all or parts of the
manuscript. Yilmaz Akyuz, Luiz Carlos Bresser-Pereira, Ha-Joon Chang,



Amitava Dutt, Carlos Ibarra, Jorge Katz, Alejandro Montoya, Juan Carlos
Moreno-Brid, Emilio Ocampo, José Antonio Ocampo, Carlo Panico, Ignacio
Perrotini, Gabriel Porcile, Martín Rapetti, and Claudia Schatán provided com-
ments andmany suggestions for improvements. The book also benefited from
comments by participants in seminars at UNAM and lectures at El Colegio
Mexiquense, Facultad Latinoamericana de Ciencias Sociales (FLACSO), Insti-
tuto Politécnico Nacional, and the Banco Nacional de Desarrollo Económico y
Social (BNDES) in Brazil. I am grateful to Leonardo Lomelí, director of the
Faculty of Economics at UNAM for his encouragement and support in this
project. My thanks go also to Adam Swallow, Daniel Bourner, and their team
at OUP, for an excellent job in converting a manuscript into a finished book
and continuous support and patience throughout the process.
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Introduction

In the introduction to Development Theory and the Economics of Growth pub-
lished in 2000, I described this book as a collection of essays in “trespassing”
between two disciplines: development economics and growth theory. I saw
the need for it given the lack of interactions between these two fields of
economics that should have been one and the same. They were not. Growth
theory and development economics continued to be distant cousins, and
occasionally even hostile to one another.

A lot has happened in the two fields since 1999 when Development Theory
and the Economics of Growthwent to press.WithHall and Jones’s 1999 paper on
the role of “social infrastructure” in economic development, a big push was
given to an expanding literature on institutionalist explanations of cross
country differences in income per capita. At about the same time, there was
also a remarkable revival of interest in the role of geographical advantages and
disadvantages in economic development. Jeffrey Sachs and associates, in par-
ticular, asserted a powerful role for geography in the explanation of modern
development and underdevelopment (see Gallup, Sachs, and Mellinger, 1999;
Sachs 2000 and 2003). Soon after, an institutionalist counterattack followed,
led by Acemoglu, Johnson, and Robinson (2001 and 2002), Easterly and
Levine (2003) and Rodrik, Subramanian, and Trebbi (2004). More generally,
the new institutional economics made enormous progress. In 2012, Acemoglu
and Robinson publishedWhy Nations Fail?, a book drawing on growth theory,
economic history and political science that is bound to profoundly influence
the field of comparative development. At the same time, “institutionalist
growth empirics” came under attack from different perspectives (see, in par-
ticular, Chang 2011).

Alongside developments in the new institutionalist economics and the
geography versus institutions controversy, attention also focused on other
“deep determinants” of income levels and growth rates. The previous consen-
sus in the endogenous growth literature on the adverse effects of inequality on
economic growth was shaken by contributions by Forbes (2000), Barro (2000),



and Banerjee and Duflo (2003). Engerman and Sokoloff (2002), providing a
historical comparative perspective on the topic, and Easterly (2007) tended, in
contrast, to reassert the previous conclusions. The sacred role of trade open-
ness was also put into question. Rodriguez and Rodrik (2001) scrutinized the
research on the role of trade policies in growth and shook the field by demon-
strating that conventional wisdom on the effects of trade openness lacked
solid empirical foundations. New evidence on the developmental effects of
natural resource abundance by Lederman and Maloney (2007, 2008) also
questioned previous results in Gelb (1988), Auty (1990, 2001), and Sachs
and Warner (1995, 2001) that viewed the “natural resource curse” as a major
factor explaining differences in growth performance across countries.

In general, all these contributions generated stronger interactions between
growth theory and development economics as the two fieldsmoved in parallel
in the direction of searching for the fundamental determinants of compara-
tive development. Other developments that contributed to bring the two
fields closer to each other include the expanding theoretical literature on
multiple equilibria and poverty traps models (see Azariadis and Stachurski,
2005, for a survey) and related policy debates on the kind of poverty traps
prevailing in less developed countries. In particular, Easterly’s 2006 criticism
of Sachs’s 2005 call for a massive increase in international aid to poor coun-
tries, reviewed in Chapter 3, is reminiscent of controversies in early develop-
ment economics on the role of low savings and increasing returns to capital
versus that of institutional weaknesses in keeping low-income countries in
poverty and stagnation.

Developments in endogenous growth theory, with contributions such as
Aghion and Howitt (1998 and subsequent writing), clarified the ultimate
sources of technological progress and vindicated Schumpeter’s approach
and his notion of “creative destruction” as discussed in Chapter 5. The role of
effective demand in economic growth has also been clarified in various papers;
see, in particular, Bhaduri (2006), Dutt (2006), Dutt andRos (2007), Rada (2007),
and Ocampo, Rada, and Taylor (2009, ch. 8). Although unfortunately the con-
tributions in this field have had so far a very limited impact on mainstream
growth theory, recent developments in growth empirics, as we shall see in
Chapter 11, increasingly recognize the role of demand in long-term growth.
These two developments, in Schumpeterian and Keynesian growth theory
respectively, havemuch incommon, inparticular in the attempt to endogeneize
technological progress, but give a very different emphasis to supply side and
demand side influences on productivity growth (as we shall see in Chapter 11).
Other, more empirically orientedworks over the past decade, include important
books by Amsden (2001), Chang (2002), Reinert (2007), and Ocampo, Rada
and Taylor (2009) that draw on economic history and a theoretical approach
in the tradition of classical development economics.

Introduction

2



As a result of these developments, it is possible today to go beyond a
collection of essays in “trespassing” and give a much more unified account
of the two disciplines than twelve years ago. Yet, despite this welcome trend, a
major thesis of my 2000 book still holds: classical development theory, as
I referred there to the early contributions to development economics, con-
tinues to be neglected by themainstream. This is a puzzle. This approach had a
lot to say about why poor countries are poor and what they need to do in order
to escape underdevelopment. It is indeed puzzling why, in attempting to
address the same issues, modern growth theory and, just as much, the new
institutional economics, have largely ignored classical development theory
and more recent contributions in this tradition.1

Most of this introduction is about why this is so. The rest of the book is an
effort to showwhy the contributions of the pioneers of development econom-
ics had many insights that are not only very valuable but can be made
perfectly intelligible to researchers working on the economics of growth.
After explaining what I mean by modern growth theory and classical develop-
ment economics, I give an overview of the book’s main themes.

Since the mid 1980s, after two decades of quasi-inactivity in the field, the
economics of growth became again the subject of intense theoretical and
empirical research. This renewed effort took initially two different directions.
Some adapted and extended the neoclassical growth model as formalized by
Robert Solow and Trevor Swan in the mid fifties, while retaining the assump-
tions of constant returns to scale and exogenous technical progress. Others
have taken more radical departures from the neoclassical approach by bring-
ing in increasing returns to scale and attempting to model technological
change. This last is endogenous growth theory. In both cases, and this is
perhaps the most novel feature of the reawakened field, these efforts try to
explain the process of economic growth in developed and developing coun-
tries alike within a unified analytical framework. Important questions such as:
Why are some nations poorer than others and why the economies of some
countries grow so much faster than others, were put at the center of the
research agenda of mainstream growth theory.

This revival of growth economics, or at least most of it until the recent
ascent of the new institutional economics, proceeded on the rather astonish-
ing premise that before the mid-1980s the only answers to those questions

1 An example is the influential book by Barro and Sala-i-Martin (1995) which synthesizes
contributions to old and new growth theory. The only reference there to early development
theory is to Lewis’ (1954) classic article which, strangely, is regarded as a big push model. There
are, no doubt, exceptions and the contributions of that early period have been the object of a
renewed interest with the revival of growth economics. I have already referred to the literature on
poverty traps and multiple equilibria (see, in particular, Murphy, Shleifer and Vishny, 1989;
Krugman, 1992, 1995; Rodrik, 1994; Ciccone and Matsuyama, 1996; Rodriguez-Clare, 1996;
Skott and Ros, 1997; Ros, 2000; Azariadis and Stachurski, 2005).
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were to be found in the neoclassical growthmodel. The premise is astonishing
for at least two reasons. First, because some fifty years ago a then new field of
economic theory emerged aiming to answer similar questions, to address
issues about the persistence of underdevelopment and to search for remedies
to overcome poverty. The nature of the issues addressed by the pioneers of
development economics—Rosenstein-Rodan, Nurkse, Prebisch, Hirschman,
and Leibenstein among others—forced the new field to rely on a paradigm
built upon notions of imperfect competition, increasing returns and labor
surpluses, which today are used extensively but were then poorly integrated,
or altogether alien, to the established body of economic theory.

Second, and somewhat ironically given its central position in the economics
of growth today, the Solow model was not meant primarily to answer those
questions but rather to provide a solution to some perceived difficulties in
growth theory at the time (Harrod’s knife edge instability and the adjustment
of the warranted to the natural rate of growth in the Harrod-Domar model).
Having the neoclassical growth model explain differences in income levels
and growth rates across countries requires a number of additional assumptions
that Solow himself probably did not have in mind: in a nutshell, that econ-
omies differ among themselves only in their initial capital-labor ratios, savings
rates and population growth rates.

This inadequacy of traditional neoclassical economics is perhaps one reason
why development economics had already taken a distinctive approach a
decade before the rise to dominance of neoclassical growth theory. Whether
one could make fruitful empirical generalizations about the economic experi-
ence of developing countries or not, it was clear that the stylized facts on
which traditional growth theory focused—with its emphasis on the stability
of the capital-output ratio, savings rates and income shares—had little rele-
vance to the experience of developing countries. Lewis (1954), for example,
had tried to account for the trend increase, rather than the stability, of saving
and investment rates in the course of economic development. Given its
purposes, growth theory tended to adopt a very high level of aggregation,
often an economy with one sector producing one good. The striking and
persistent presence of dualism (technological and organizational) in under-
developed countries, led development economics to operate at a lower level of
aggregation, with at least two sectors using different technologies.

In addition, growth theory soon became concentrated on the analysis of
steady states in which the main economic variables expand at the same rate.
Because this analysis did not fit well the experience of developing countries,
development theory had to focus instead on disequilibrium states and the
process of transition from one steady state to another. As Rosenstein-Rodan
(1984, pp. 207–8) argued: “. . . an analysis of the disequilibrium growth process
is what is essential for understanding economic development problems. The
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Economic Journal article of 1943 attempted to study the dynamic path
towards equilibrium, not merely the conditions which must be satisfied at
the point of equilibrium.”

This does not mean that development theory was uninterested in steady
states. It became concerned, however, with a particular kind of steady state
quite alien to conventional growth theory: low level equilibrium traps which
are, as the name suggests, equilibria that are locally stable (small departures
from it generate forces that bring the economy back to the equilibrium state)
but globally unstable, so that large shocks can cause a cumulative departure
from the original equilibrium. Leibenstein (1957, p. 187), for example, stated:
“The crucial aspect of our theory has to do with an explanation of why the
subsistence equilibrium state should possess stability in the small but not in
the large.”

This leads us to a very important aspect. To the pioneers of development
theory, underdevelopment appeared as a situation characterized by a lack of
capital—which was consistent with labor receiving lower wages than in
developed countries—but also, and this was the puzzle, by a low rate of return
to capital. For Nurkse, for example, the scarcity of capital was “at the very
centre of the problem of development in economically backward countries.
The so-called “underdeveloped” areas, as compared with the advanced, are
underequipped with capital in relation to their population and natural
resources” (Nurkse, 1953, p. 1). This lack of capital resulted from a low cap-
acity to save, given the low level of real income, but also from the “weakness of
investment incentives” that had its source in a low rate of return to capital
(Nurkse, 1953, ch. 1). The paradox of both capital and labor receiving lower
returns, and the surprising conclusion that the lack of capital may have to be
attributed to a low profit rate, understandably led to the search for a novel
analytical framework, as anyone familiar with the modern controversies over
neoclassical growth theory would probably agree.

This approach generated a model, or rather a set of economic growth
models, that departs in two ways from the early neoclassical approach to
growth theory.2 The first difference refers to increasing returns to scale and
the associated technological and pecuniary externalities. In his 1943 article
on the problems of industrialization in Eastern and South-Eastern Europe, and
in later contributions, Rosenstein-Rodan was probably the economist that
most radically departed from traditional theory in this respect. Nurkse, draw-
ing on Adam Smith and Allyn Young, stressed also the effects associated with
increasing returns.

2 “Avant la lettre”, one might add, since most of these writings preceded the neoclassical model
of growth at least as formalized by Solow in the mid-fifties.

Introduction

5



The second departure refers to an elastic labor supply arising from the
presence of labor surplus. Early views on underdevelopment as a situation
characterized by a small capital endowment in relation to available labor
supplies led to the conclusion that the elasticity of the labor supply in these
conditions was likely to be higher than in developed economies that
have much higher capital endowments per worker. With a low aggregate
capital-labor ratio, the marginal product of labor at full employment in the
capital-using sector would be so low that a fraction of the labor force would
remain employed in a non-capitalist or subsistence sector, using technologies
with negligible capital intensity. Lewis was the economist that developed and
emphasized the labor surplus assumption.

These two ingredients—increasing returns and labor surplus—were present
from the “beginning” in Rosenstein-Rodan (1943), as Rodan rightly claimed
in his 1984 contribution (Rosenstein-Rodan, 1984).3 A moderate dose of
increasing returns and an elastic labor supply can together generate multiple
equilibria so that depending on initial conditions the economy can get stuck
in a development trap. This was not the only development trap model in the
early literature but it is, as this book argues, the most interesting and relevant
one for the present state of growth theory.

1. Five Themes

Modern growth theory and classical development economics

The book develops fivemajor themes. The first is the relation betweenmodern
growth theory and classical development economics. Just as in macroeco-
nomic theory the neoclassical orthodoxy and its Keynesian critics differ
among themselves in relation to the existence or strength of a spontaneous
tendency to a full employment equilibrium in a laissez faire economy, in
modern growth theory, the neoclassical orthodoxy and its non-neoclassical
critics can be said to differ among themselves with respect to a tendency to
convergence in income per capita levels across countries in a laissez faire,
globalized world economy. The non-neoclassical criticisms come from recent
endogenous growth theory, the other major brand of modern growth eco-
nomics that has departed from old neoclassical theory in various directions.
Classical development theorists, well before the convergence properties of the
Solow-Swan model were fully explored, were also in the non-neoclassical
camp. While neoclassical growth theory and empirics emphasize the condi-
tional tendency to convergence to a unique steady state as rates of return to

3 I believe it fair to say that only Rosenstein-Rodan fully perceived the general equilibrium
implications of these two assumptions taken together.
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capital would tend to be higher in low-income, capital-scarce countries, clas-
sical development theory took as its starting point the “paradox of under-
development”, the fact that returns to all factors of production tended to be
lower in low-income countries, a fact that can trap poor countries in a low
level equilibrium and prevent convergence to a high level equilibrium.

Yet, despite the relevance of the analysis and implications of classical devel-
opment theory, the recent wave of theoretical and empirical research on
economic growth has generally ignored, as already indicated, these earlier
contributions by development theory. I shall argue that this neglect is one
reason why the lively controversies on convergence, technical progress and
increasing returns, between followers of the Solow model and endogenous
growth theorists, appear at times to be in a dead end, confused by an all or
nothing situation: between the assumptions of constant returns to scale and
the dramatically increasing returns to scale involved in the assumption of
constant (or increasing) returns to capital.

This debate appears to have missed a simple implication of early develop-
ment theory: that a moderate dose of increasing returns to scale combined
with the presence of labor surplus can make a dramatic difference to the
neoclassical model, a difference that modifies its transitional dynamics in a
way that can overcome the long recognized empirical shortcomings of the
Solow model4 while, at the same time, being free from some of the theoretical
and empirical objections that have been raised against the new brand of
endogenous growth models. As a result, we shall argue, the key contributions
of classical development economics provide an approach to the problem of
economic development that is more general and more promising empirically
than those adopted in either old or new growth theory. The corollary of this
argument is that it may be essential to draw much more heavily on the very
rich past of development theory if the ongoing research effort is to tackle
satisfactorily the formidable task that it has set for itself.

The scope of classical development theory, openness,
and the big push argument

A second theme refers to the scope of early writing on development theory.
We shall argue that this analytical framework can help us think about a much
wider variety of development problems than those to which it was originally
applied. Development traps can arise under a broad set of circumstances

4 Chapter 2 addresses the empirical shortcomings of the Solow model. Mankiw (1995)
summarizes them well by saying that the predictions of Solow model: 1) understate differences
in incomes per capita across countries; 2) overstate the rate of convergence to the steady state;
3) overstate differences in the rates of return on capital among capital-rich and capital-poor
countries.
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involving increasing returns, demand elasticities and factor supply elasticities.
These circumstances are not confined to low levels of economic development.
Because the slow rate of accumulation in the trap is due to a low rate of return
to capital, the approach has greater generality than other poverty trap models
which rely, for example, on vicious circles between income and savings or
population growth. The framework can be fruitfully applied to any situation
in which a combination of demand and factor supply elasticities together with
a dose of increasing returns in new industries interact to hold back the
“inducement to invest”.

Moreover, those circumstances are not confined to a closed system.
Although sometimes formulated or illustrated with a closed economy, the
argument survives the extension to the case of anopeneconomy. Interestingly,
opening the economy to trade and capital movements introduces important
differences andmodifies the policy implications but does not make the under-
lying coordination problems less important. Coordination failures are likely
to emerge, in particular, in the transition from old to new patterns of produc-
tion and trade specialization. Arguably, this situation is characteristic of a
number of semi-industrial “sandwich economies” in which old comparative
advantages in labor intensive industries are being eroded and the new ones
in capital and technology intensive activities are only slowly emerging. Thus,
in contrast to the counter-revolution in development economics5 which
denied the usefulness of the approach for the small open economy of a
“typical” developing country, I shall argue that it can be fruitfully applied to
the development problems of open economies (Chapters 9 and 14).6

In fact, I would argue that it is when applied to the interpretation of post-
war development experience that the approach taken by early development
theory shows its strengths and most useful insights. From this perspective, we
can view the staggering success stories of East Asia’s industrialization (and, to a
lesser extent, of a few Latin American countries for some time before the
1980s) as a succession of policy interventions that accelerated the transition
between different patterns of production and trade specialization. It is difficult
to see how a primarily market-driven development model, that inspires many
of today’s policy recommendations to developing countries, could have

5 I use the term “counter-revolution” in development theory or, in other places, “neoclassical
resurgence” to indicate the partial abandonment in the 1960s of the labor surplus-increasing
returns paradigm in development economics. Both of these terms are, however, somewhat
misleading, as there was no neoclassical development economics before the 1940s.

6 The view that the scope of classical development economics is limited to a closed economy has
different sources. One of them, perhaps the most popular, is a confusion between a savings trap
(low income leading to low savings and investment) and a profitability trap (a low profit rate
limiting investment opportunities). While the first poverty trap is easily overcome through
international capital mobility, the second is not and, in fact, may be exacerbated by capital
mobility. For a discussion of the topic, see Chapters 3 and 7).
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“traversed” those transitions so successfully. This is not because market based
successes have been entirely absent (this is very debatable). It is hard to see
simply because sound theory suggests exactly the contrary: that market forces
are unlikely to address effectively (or, at least, efficiently) the coordination
problems of the transition. Chapters 9 and 14 provide the theoretical basis as
well as empirical support for this assertion. The extension of the analysis to
open economy issues addresses also the role of some neglected factors in cross
country growth analysis, such as the pattern of trade specialization, as deter-
mined by industrial policies and natural resource endowments.

Keynesian growth theory and classical development economics

A third theme is the relationship of early development theory to Keynesian
economics. Growth theory was “born macro” in the sense that in the early
years of growth theory, in the writings of Harrod (1939) and later Keynesians,
aggregate demand had an important role in the growth process. Development
economics was also “born macro”, as Taylor and Arida (1988) phrased it
in their survey of development theories; but it was not born Keynesian
or structuralist. In Lewis’s view: “from the point of view of countries with
surplus labor, Keynesianism is only a footnote to neo-classicism—albeit a
long, important and fascinating footnote” (Lewis, 1954, p. 140). Nurkse was
blunter:

We are here in the classical world of Say’s law. In underdeveloped areas there is
generally no ‘deflationary gap’ through excessive savings. Production creates its
own demand, and the size of the market depends on the volume of production. In
the last analysis, the market can be enlarged only through an all-round increase in
productivity. Capacity to buy means capacity to produce. (Nurkse, 1953, pp. 8–9).

We need not take these warnings against the “Keynesian temptation” of
development economics too literally to recognize that, no matter how valid
Keynes’s insights and later contributions to development macroeconomics
based on them, the development problems on which Rosenstein-Rodan,
Nurkse, and Lewis focused would remain even if Keynesian problems were
successfully overcome. Increasing returns to scale are essential to the develop-
ment problem, and irrelevant to the Keynesian argument. Despite some simi-
larities—such as the presence of an elastic labor supply, which, however, need
not arise as in Keynes from a low level of resource utilization—we should not
confuse these development problems with the effective demand problems on
which Keynes focused. Not much is lost, for example, by assuming Say’s law
when looking at income differences across countries: as briefly discussed in
Chapter 1, differences in resource utilization account for a very small fraction
of the large gaps in income per capita across the world.
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In the case of differences in growth performance, which approach to take
depends on the particular questions one is seeking to answer. Keynesian
growth economics seems insufficient to understand why Europe and Japan
grew faster than the United States in the post-war period or why the East Asian
newly industrializing countries grew faster than the Latin American countries
during the 1960s and 1970s. In turn, full employment models may be a good
first approximation to explain growth under the post war conditions up to the
early 1970s when governments were able to follow high employment policies
that effectively removed recurrent effective demand problems, except for
rather short periods of time. Yet, economies depart from the full employment
path, sometimes for prolonged periods of time, and Keynesian problems and
structural constraints on effective demand are not always successfully over-
come even when in Trevor Swan’s words “the authorities have read the
General Theory” (Swan, 1963, p. 205, in Sen, 1970). Abandoning Say’s law
seems then essential. This is the case, we shall argue, for understanding why
Latin America grew so little in the 1980s as compared to its long-run perform-
ance, just as it is essential to understand the poor performance of Great Britain
and the United States economies during the inter-war period, the Japanese
economy in the 1990s, and the current growth slowdown following the Great
Recession in the United States and Western Europe.

There are thus a number of situations (in developing and developed coun-
tries alike) in which medium or even long-term growth performance cannot
be properly explained if one remains strictly within the framework of full
employment models. This was well recognized by the later structuralist con-
tributions to development economics. The neglect of effective demand fail-
ures and structural constraints, while in the spirit of early development
theory, can therefore be an important limitation under some circumstances.
Chapters 10 through 13 examine the interactions between effective demand,
technical change and factor accumulation. These chapters include an analysis
of Keynesian growth theory, Kalecki’s dual economy model and the contribu-
tions of two gap models, and the foreign exchange and fiscal constraints on
growth emphasized by later structuralist growth models.

The ascent and challenge of the new institutional economics

A fourth theme has to do with the recent ascent of the new institutional
economics and its relation to classical development theory. The relationship
between institutions and development was a central theme for Adam Smith in
the Wealth of Nations. This theme has reflourished in recent times in the
contributions of the new institutional economics by Douglass North and his
collaborators and has, even more recently, come to occupy a central place in
the economics of growth given that, in the view of the neo-institutionalists,
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differences among countries in the levels of economic development are fun-
damentally explained by institutional differences. This thesis is expressed in
the recent book by Daron Acemoglu and James Robinson (2012) with particu-
lar force, clarity and erudition.

Are Adam Smith, Douglass North and lately Daron Acemoglu and James
Robinson correct in believing that institutions are the fundamental determin-
ants of the wealth and poverty of nations? Are the political and economic
institutions adopted by countries all that matters for development, as asserted
by the strong version of the institutionalist thesis? Do the enforcement of the
rule of law and the operation of the invisible hand in a laissez faire economy
really provide the keys to the kingdom that will allow poor countries access to
the first world? More precisely, are “the openness of a society, its willingness
to permit creative destruction and the rule of law”, to use the words in
Kenneth Arrow’s blurb of Why Nations Fail?, the decisive factors in economic
development? Or is it the case, as Keynes would remind us, that policies and
the ideas and ideologies shaping those policies are equally or more important?
And, if institutions are most important, are those on which the new institu-
tionalism focuses the truly important ones or is it the case, as Pranab Bardhan
has argued, that “the new institutionalism got its institutions wrong”? These
questions, which were completely absent in the 2000 book, are addressed
in the third part of the book, especially in Chapter 17 on institutions and
development, Chapter 18 on geography and colonialism, and Chapter 19 on
successes and failures in economic development.

Structural change, factor accumulation, and economic growth

A final theme runs through the whole book and refers to the links between
resource reallocation, factor accumulation and technological change. The
traditional division between the “static” analysis of resource allocation and
the “dynamic” analysis of growth as well as the analysis of growth as the
outcome of two separate forces, factor accumulation and technical progress,
become too artificial in the presence of increasing returns. A reallocation of
resources (towards or away the activities affected by increasing returns) may
then have long lasting effects on growth and growth itself has to be seen as a
process of structural change rather than of mere factor accumulation cum
technical change.

It is on this basis that Kaldor, in some of his late writings, built his radical
critique of mainstream economics. After stressing the relevance of increasing
returns, Kaldor examined the consequences for economic theory. He noted
that the concept of equilibrium interpreted as an optimal allocation of given
resources, is seriously undermined:
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[t]he whole issue, as Young said, is whether an ‘equilibrium of costs and advan-
tages’ is a meaningful notion in the presence of increasing returns. When every
change in the use of resources—every reorganization of productive activities—
creates the opportunity for a further change which would not have existed other-
wise, the notion of an ‘optimum’ allocation of resources—when every particular
resource makes a great or greater contribution to output in its actual use as in any
alternative use—becomes a meaningless and contradictory notion: the pattern of
the use of resources at any one time can be no more than a link in the chain of an
unending sequence and the very distinction, vital to equilibrium economics,
between resource-creation and resource-allocation loses its validity.

In the same passage, Kaldor then concludes: “[t]here can be no such thing as
an equilibrium state with optimum resource allocation where no further
advantageous reorganization is possible, since every such reorganization
may create a fresh opportunity for a further reorganization” (Kaldor 1975,
p. 355).

Moreover, as Kaldor and others used to emphasize, the distinction between
movements along a production function and technical progress (shifts of the
production function) becomes blurred under increasing returns to scale. With
the expansion of output, more capital-intensive (or “roundabout”) methods
of production become profitable and are adopted. This is so whether these
techniques were already known, and not used because they were unprofitable
at a lower scale of output, or truly new and become part of the stock of
knowledge as the incentives for its invention appear with the expansion of
the market. In developing economies, unlike those of developed countries,
these technical changes mostly result from the adoption of technologies that
were known elsewhere. From this perspective, they constitute a movement
along a production function. Yet, their adoption, unlike the typical move-
ment along a production function, is not the consequence of a change in
factor prices leading to the substitution of capital for labor, but rather the
result of these more capital-intensive techniques becoming profitable as the
scale of output increases.

The links among resource reallocation, factor accumulation and techno-
logical change are evident in the process of economic growth over the last two
centuries. This process has been marked by industrialization, understood as
the expansion of the range of goods produced under increasing returns, and
by the simultaneous sharp increase in the capital-labor ratio. These two
aspects, which Chapter 1 highlights in the context of the experience of the
last 4 decades, are intimately connected. Paraphrasing Allyn Young (1928),
the division of a group of complex processes into a succession of simpler
processes, that is made economical by the presence of increasing returns,
lends itself to the use of “roundabout” methods of production which imply
the use of more capital in relation to labor.
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This approach to growth as resource reallocation and structural change was
present in classical development economics.7 The approach faded away, at
least in the more theoretically oriented literature, with the triumph of the
counter-revolution in development economics that started to dominate
the field in the mid-1960s. The neoclassical resurgence brought back the
assumptions of constant returns to scale and perfect competition, and restored
the traditional distinction between resource allocation and factor accumula-
tion. The move coincided with, and perhaps contributed to, a declining
interest in the analysis of growth during the seventies. Endogenous growth
theory has revived the interest in growth and has even brought back increas-
ing returns to scale into the analysis. But, for the most part, it has remained
largely within the framework of one sector or quasi-one sector models thus
missing the links between growth and structural change.

Interacting with the development of these themes is an empirical analysis
of a number of questions raised by the post war development experience
as well as by the theoretical explanations: How extensively can savings
rates and demographic factors account for the vast differences in incomes
across the world? How much of these differences should instead be attributed
to human capital gaps or to differences in technologies? Or are those dif-
ferences perhaps the path-dependent outcome of vicious and virtuous circles
of development and underdevelopment in otherwise structurally similar
economies? The empirical evidence on these and other issues is presented
in such a way as to justify the need for relaxing restrictive assumptions
and to motivate extensions of, or departures from, simpler theoretical
models. Almost every chapter refers to relevant empirical findings in the litera-
ture. Most chapters either present original findings or make new use of past
research results—for instance, the literature on theVerdoorn lawor research on
cross-country growth regressions—to illuminate current debates.

Overall, a case for the approach of classical development economics emerges
from this empirical analysis. This case is based largely on its consistency with
the cross-country pattern of growth rates at low,middle andhigh income levels
(Chapters 7 and 8) and its ability to accommodate the role of often neglected
factors such as industrial policy and natural resources in explaining the links
between growth and international trade (Chapters 14 and 15). At the same
time, remaining within the original limits and motivations of this approach
would imply taking too narrow a view of the development process. This view

7 It is also present and certainly fully explicit, in a rather pure state, in Kaldor’s later writing on
economic development. For Kaldor (1967, pp. 27–8), growth is “the result of a complex process of
interaction between demand increases which have been induced by increases in supply, and
increases in supply caused by increases in demand. . . .The speed of the chain reaction will be
greater, the truer it is that consumers choose to buy more of those goods with a large supply
response and the larger the response on the demand side caused by increases in production.”
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of “underdevelopment” and its implications for the process of economic
growth needs to be broadened to cover a fuller range of development traps
that can arise as a result of interactions between capital accumulation and skill
acquisition or between growth and economic inequality.

Is this theoretical and empirical vindication of development theory also
a policy rehabilitation? The answer is not clear-cut. Classical development
economics focused on the coordination problems that would remain in an
otherwise well functioning market economy. One may criticize the associated
policy prescriptions for having neglected other sources of malfunctioning and
for an overoptimistic attitude towards government policy interventions. Yet
these criticisms do not make those problems disappear. The aim of economic
reforms in developing countries over the past 30 years has been to alleviate the
malfunctioning of themarket economy arising from policy distortions. Rather
than reducing it, these reform processes may have enhanced the relevance of
classical development economics: precisely because these other (policy)
sources of malfunctioning are being removed, the focus may now have to
shift again to the kind of market failures with which early development theory
was concerned.

In any case, the scope of the book is largely confined to the positive, rather
than the normative, implications of the approach taken by early development
theory. In this sense, it is closer to Kaldor’s later writing on economic devel-
opment, with its concern on why do growth rates differ among countries
(Kaldor, 1966, 1967), than to the normative concerns that inspired the pion-
eers of development economics.

2. A Brief Overview

After reviewing the main stylized facts of economic development in
Chapter 1, the book contains four parts. The first reviews different approaches
to growth theory in the neoclassical and endogenous growth traditions. These
approaches focus on the supply side of the economy in the sense that the level
of output and its growth rate are constrained by either factor accumulation
and exogenous technological progress (neoclassical models), the productivity
effects of capital accumulation in the presence of increasing returns to scale
(some endogenous growth models), or the supply side factors affecting innov-
ation and technological progress (new growth theory). These approaches
make a variety of assumptions about key growth factors such as saving behav-
ior, technology and the nature of technological innovation, or the role of
human capital in the growth process, from which follow different predictions
about convergence and divergence in incomes per capita across countries.
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The second part of the book is devoted to classical development theory. As
indicated earlier, the nature of the big questions of development theory
addressed by the pioneers of development economics, forced these authors
to rely on a paradigm built upon notions of imperfect competition, increasing
returns and labor surpluses. The presence of increasing returns to scale, a
feature that these early contributions have in common with recent endogen-
ous growth models, and a high elasticity of labor supplies, derived from the
existence of labor surpluses at low levels of the economy wide capital labor
ratio, are the basis of growth models with substantially different convergence
properties than those of either neoclassical growthmodels and some endogen-
ous growth models.

The focus on the supply side, which classical development theory has in
common with neoclassical and endogenous growth models, may be a good
way of approaching the growth process for most countries during the post-war
period up to the mid or late 1970s, a period when governments were able to
follow high employment policies that effectively removed recurrent effective
demand problems, except for rather short periods of time. Its applicability is,
however far from universal. This is why the third part of the book reviews
growth theory in the Keynesian tradition in which effective demand can
constrain the level and/or rate of growth of output for prolonged periods of
time. This is the case, as already alluded to, of such episodes as the interwar
period in the United States and several European countries or various situ-
ations, ranging from Latin American lost decade of the 1980s to Japan’s
stagnation of the 1990s or today’s European slump, when macroeconomic
policies were not able (or leaders were not willing) to remove those demand
constraints.

The fourth part of the book focuses on the so-called deep determinants of
income levels and growth rates following a distinction, going back to Abra-
movitz (1952) and Lewis (1955) and by now widely adopted in the modern
economics of growth, between the “immediate” or “proximate” determinants
and the “deep” or “fundamental” determinants of income levels or growth
rates. Given the wide use of this distinction, we should recall Lewis warning in
The Theory of Economic Growth that the “proximate” determinants, such as
factor accumulation and productivity growth, can affect the “fundamental”
determinants, such as institutions, so that what we really have is a multiplicity
of causes interacting among themselves that are separated only for analytical
purposes (see Lewis, 1955, p. 20).

The diagram below, adapted from Rodrik et al. (2004), helps to elaborate on
Lewis’s point. It presents the main direct and indirect effects of the “proxim-
ate” and “deep” determinants of income levels as well as the feedback effects
of income on these determinants. The proximate determinants, physical and
human capital accumulation as well as technical progress, are the variables on
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which modern growth theory focuses. Growth theory, and especially classical
development theory, also considers the feed back effects of income levels on
the rates of factor accumulation, such as, for example, the dependence of the
capacity to save on the level of income or those of technical efficiency on
income in the presence of increasing returns to scale. The deep or fundamen-
tal determinants, shown in the lower part of the diagram, include institutions
(political and economic), openness to foreign trade and capital, and geog-
raphy. Inequality and natural resource endowment can also be regarded, as we
do in this book, as fundamental determinants but they are closely related to
institutions in the first case and to geography in the second.

The arrows show the main effects and interactions. There are, first, inter-
actions between income and the “proximate determinants”: factor accumula-
tion and technical progress affect income directly but income in turn affects
investments in physical and human capital and, in the presence of increasing
returns to scale, technical progress itself as, for example, when the expansion
of markets makes profitable the introduction of new and more “roundabout”
methods of production. These proximate determinants and their interactions
are examined by the great variety of growth models in the first, second and
third parts of the book.

There are also interactions between income and the “fundamental deter-
minants”, often mediated (although this is not shown in the figure) by the
effects on the proximate determinants. This is the subject of the fourth part of
the book which examines the controversies over the deep determinants of
economic growth and development levels, i.e., on whether openness, geog-
raphy, institutions, or other fundamental factors has primacy over the others.
The direct effects of geography on income per capita emphasized by geograph-
ical determinists and operating through, for example, the level of agricultural
productivity or the health environment, are captured by arrow (1). Arrow
(2) refers to the effects of geography on institutions (and indirectly on income)
through the health environment faced by colonizers and the type of coloniza-
tion undertaken by Europeans. Arrow (3) makes reference to the effects of
geography on openness and its indirect effects on income through the impact
of geography on distance from markets or the extent of international integra-
tion. Chapter 18 reviews all these direct and indirect effects of geography,
including the geography versus institutions debate on the relative importance
of the direct as opposed to the indirect effects of geography operating
through institutions. Arrow (4) refers to the institutionalist view, discussed
in Chapter 17, on the importance of the rule of law and “inclusive” economic
and political institutions on income while arrow (5) reminds us that insti-
tutions are endogenous given the presence of feedback effects of income on
institutions (as claimed, for example, by modernization theory). The subject
of Chapter 14, the effects of international integration on income per capita
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resulting from the static and dynamic gains from trade and technology trans-
fers are considered by arrow (7) while arrow (6) refers to the feedback effects of
incomes on openness through, for example, the adoption of restrictive trade
policies at low-income levels in order to raise government revenue.

Finally, I stress again that the separation between proximate and deep
determinants of income levels is to some extent artificial given the importance
of feedback effects of income on its determinants and the fact that the various
causes are interrelated. Not even geography is fully exogenous in the sense
that the strength of the direct effects of geography on, say, the low productiv-
ity of tropical agriculture is mediated by the fact that tropical countries are
generally poor and most agricultural research in the world has concentrated
on temperate agriculture where the rich countries are located.

Physical capital 
accumulation

Human capital 
accumulation

Technological 
progress

OpennessInstitutions 

Geography

Income
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Figure 1 Fundamental determinants of income levels
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Some Stylized Facts of Economic
Development

Why are some countries richer than others? Why do some economies
grow faster than others? Following a distinction discussed at the end of the
introduction, in this chapter I present some information on the “immediate
determinants”ofoutput levels andgrowthrates andoncharacteristics that relate
to the deeper determinants. Much of this book is about how the factors high-
lighted here are determined and how they interact with each other. The main
purpose of this chapter is simply to present some stylized facts in the form of
robust statistical relationships. Explanations thereof begin in the next chapter.

1. International Differences in Incomes Per Capita

Let’s look at differences in per capita incomes within a simple and widely used
framework.1 Income per capita is equal to income per worker times the ratio of
workers to the total population (the activity rate). Higher incomes per capita
may thus result from either a higher level of output per worker or from a
higher ratio of workers to the total population. Demographic and social
factors largely explain differences in activity rates. Output per worker can be
related, in turn, to the amount of resources, human and nonhuman, per
worker and to the efficiency with which these resources are used and allo-
cated. Resources include the stock of capital, the skills, knowledge and energy
level of the labor force, and the natural resources available. A higher efficiency
may result from a better allocation of given resources, through, for example,
specialization in international trade, technological advances arising from
the expansion of the scale of economic activity or movements towards
the production frontier (adoption of best practice techniques, reductions in
X-inefficiencies).

1 See, in particular, Maddison (1982, 1991, 1993).



Table 1.1 presents information on 87 countries, aggregated into five groups
according to their 2008 GDP per worker adjusted for differences across coun-
tries in purchasing power.2 The first group includes, broadly speaking, high-
income OECD economies, i.e., Western European countries and Western
offshoots (United States, Australia, and Canada) plus 2 high income East
Asian countries (Hong Kong and Singapore). Group 2 is a diverse collection
of high and upper middle-income countries in Latin America (6 countries),
Southern Europe (3), Middle East (3), East Asia (3) plus Botswana in sub-
Saharan Africa and New Zealand in Oceania. Group 3 includes 9 countries
from Latin America and the Caribbean, 4 in the Middle East and North Africa,
3 in sub-Saharan Africa and 1 in East Asia. Group 4 comprises mostly lower
middle and low-income countries in sub-Saharan Africa (8), South Asia (India
and Pakistan), East Asia (3, including China), Latin America (3), plus Morocco
in North Africa. Group 5 refers to the poorest countries in the world, all (with
the exception of Nepal and Bangladesh) in sub-Saharan Africa. The informa-
tion in the table refers to different variables reflecting or influencing the
availability of resources and the efficiency in its use. The Appendix gives a
full definition of these variables together with data sources and a detailed
account of the composition of each country group.

Table 1.1 Comparative economic characteristics around 2010

Averages for country groups

1 2 3 4 5

GDP per capitaa, b 100 46.1 18.5 7.0 2.4
Activity rate (%)b 52 46 42 41 46
GDP per workera 100 50.7 22.6 8.6 2.7
Capital per workera 100 53.1 21.2 7.2 2.3
Educationc 11.0 9.2 7.5 6.1 4.4
Arable land (hectares per worker)b 0.8 0.4 0.4 0.6 0.4
Trade sharec 128 74 86 81 67
Market sizea, b 100 48.3 17.7 54.5 1.9
Industrial employment share (%)b 22.2 24.5 21.0e 18.2f 4.6g

Rate of growth (%), 1970–2010d 2.4 2.3 1.5 1.1 0.3
Number of countries 17 17 17 18 18

Note: See the appendix to this chapter for countries in each group, definitions, and data sources.
a As percentage of group 1 average. GDP in international dollars at PPP constant prices of 2005. b 2009 or the latest
available year. c 2010. d Trend growth rate of GDP per capita at constant prices (LCU). See Table 1.4 and appendix for
more details. e Average excludes Tunisia. f Average excludes Zambia, Cameroon, Mauritania, and Cote d`Ivoire.
g Average excludes The Gambia, Lesotho, Bangladesh, Benin, Nepal, Rwanda, Guinea, Malawi, Burundi, and Zimbabwe.

2 These 87 countries are the countries included in both the PennWorld Table (PWT or Summers
and Heston data set) and the World Bank World Development Indicators (WDI) excluding those
countries for which: (a) oil extraction is the dominant activity, (b) central planning was dominant
during most of the period since 1970; (c) data is not available going back to 1970; (d) population is
less than 1 million. See Appendix for further discussion.
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Table 1.1 reproduces a well-known feature of the world economy: its vast
heterogeneity in terms of incomes per capita and per worker. Income gaps
between rich and poor countries are enormous, over 40:1 when we compare
groups 1 and 5. Lower activity rates in middle and low-income countries—
determined by socio-demographic factors such as lower participation of
women in the labor force and higher dependency ratios than those found
in rich countries—account for part of the differences in income per capita.
This is especially the case in groups 3 and 4.

On the whole, however, per capita income differences are clearly related to
wide labor productivity gaps. What accounts for these large differences in
output per worker? Perhaps the most salient feature of Table 1.1 is how closely
output per worker correlates with both the stock of capital per worker and the
educational level of the labor force. This last is measured by the mean number
of years of schooling of the population aged 25 years and above, arguably
the best indicator of the stock of human capital per worker that is available
for current production.3 Figures 1.1 and 1.2 show these relationships for
our sample of countries and Table 1.2 shows log linear regressions of GDP
per worker and each of these two variables.

No aggregate measures of natural resources are available. A crude proxy is a
country’s arable land. Figure 1.3 shows the absence of any discernible relation-
ship between arable land per worker and output per worker. High-income
countries can be resource rich (Australia, Canada, and the United States)
or resource poor (Japan, Hong Kong, and the Netherlands). Similarly, some
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Figure 1.1 Output per worker and capital per worker
Expressed as percentages of maximum value.
See the appendix to this chapter for sources and definitions.

3 Other measures such as school enrollment ratios reflect current flows of education and adult
literacy rates do not capture skills obtained beyond elementary education. For a discussion, see
Barro and Lee (1993).
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Figure 1.2 Output per worker and education
GDP is measured at PPP in constant international dollars.
See the appendix to this chapter for sources and definitions.

Table 1.2 Cross-country regressions

Regression
Independent variable

1 2 3

Constant 0.79 5.79 0.84
(3.64) (16.39) (3.49)

Log of capital per worker (K/L) 0.87 – 0.86
(40.30) (23.95)

Log of Education (EDU) – 1.97 (10.89) 0.06 (0.66)
Log of arable land per capita (LAND) – – 0.03

(0.70)
Number of countries 87 87 85
Adjusted R2 0.95 0.58 0.95

Note: See the appendix to this chapter for definitions and data sources. t-statistics in parentheses. Dependent variable:
logarithm (log) of GDP per worker in 2008 (Y/L).
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Figure 1.3 Output per worker and arable land per worker
GDP per worker in 2008, measured at PPP in constant international dollars. See the appendix to
this chapter for sources and definitions.
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low-income countries in the sample are land poor (Bangladesh and Nepal)
while others are land rich (Mali and Paraguay). The negative and insignificant
correlation coefficient between arable land per capita and output per worker in
Table 1.3 confirms the weakness of the relationship. Regression 3 in Table 1.2
indicates that, given other factor endowments, output per worker is positively
correlated with arable land per capita, but the coefficient of this variable is very
small and statistically insignificant at usual confidence levels. This suggests
that—unlike what may have happened in the pre-industrial stages when the
world economy was much more homogeneous in terms of capital and skills
per worker than it is today—the natural resource endowment plays a very
minor role as a determinant of income differences compared to other factor
endowments (human and capital resources). Even then, before the industrial
revolution, differences in natural resource endowment may have led to differ-
ences in population more than in per capita incomes. According to Kaldor
(1967, p. 3): “If we go back a few hundred years for example, to 1700 or 1750,
we do not find, as far as we can tell, such large differences in real income
per capita between different countries or regions. The populations of most
countries lived at about a subsistence level—they all had the appearance of
underdeveloped countries, by present-day standards. Differences in natural
endowment in climate or the fertility of the soil were fairly well balanced by
differences in the density of the population; and the great majority of the
population of all countries derived their living from primary production, that
is, from agriculture.”

I consider three efficiency variables: (1) the employment share of industrial
activities, for gains from resource allocation towards sectors with increasing
returns; (2) the trade share (exports plus imports over GDP) for allocative and
technical efficiency gains resulting from specialization in international trade;
(3) the economy’s size as measured by total GDP, to capture efficiency gains
resulting from pure scale effects. As shown in Table 1.1 and the cross-country
correlations in Table 1.3, the industrial employment share is closely correlated

Table 1.3 Cross-country correlations

Y/L K/L EDU LAND OPEN SIZE IND

Y/L 1.00 � � � � � �
K/L 0.98** 1.00 � � � � �
EDU 0.76** 0.77** 1.00 � � � �
LAND �0.10 �0.12* �0.06 1.00 � � �
OPEN 0.23* 0.28** 0.23* �0.17 1.00 � �
SIZE 0.71** 0.67** 0.51** �0.10 �0.13 1.00 �
IND 0.73** 0.72** 0.65** �0.15 0.17 0.50** 1.00

Note: See the appendix to this chapter for definitions and data sources.
*, ** Statistically significant at 5% and 1% level, respectively.
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with output per worker, especially among groups 2 to 5 since group 1, with the
highest incomes, shows a diversification away from industry characteristic of
“post-industrial” societies. Bothmarket size and trade share have the expected
positive influence in the cross-country correlations presented in Table 1.3. The
role of the economy’s size is also apparent in Table 1.1. Its close correlation
with income per capita becomes spoiled only when group 4 (which includes
China and India) is brought in. That the influence of the trade share is less
apparent in Table 1.1 (or in the simple correlations) may be due to the nega-
tive correlation between market size and trade shares (see Table 1.3). This is
consistent with the observation that small economies (such as Hong Kong,
Singapore, and Switzerland in our sample) have to be very open to achieve
high levels of income while large economies, such as the United States or
Japan, need not.

2. International Differences in Growth Rates

We now turn to growth performance during the period 1970–2008. Table 1.4
aggregates countries into five groups, according to the growth rate of GDP per
worker. The table presents, for these five groups, the average growth rates of
per capita and per worker GDP along with a number of other performance
indicators.

Table 1.4 Growth performance, 1970–2008

Averages for country groups

Growth rates (%per year) 1 2 3 4 5

GDP per capitaa 3.9 2.1 1.4 0.6 �0.3
GDP per workera 3.4 1.7 0.9 0.2 �0.8
Capital per workera 3.8 1.7 1.6 0.5 �1.8
Industrial Employment Share 0.9c �0.9d �0.0e 0.7f �0.0g

Education 2.8 1.7 2.8h 2.7i 2.8j

Education 1970 3.6 5.7 3.7h 3.0i 2.4i

GDP per workerb 109.3 203.7 98.6 60.2 47.7
Arable land (hectares per worker) 0.2 0.3 0.2 0.2 0.2
Industrial Employment Share 1970 (%) 20.8 33.9 16.9 14.1 15.1
Number of countries 17 17 17 18 18

Note: See the appendix to this chapter for countries in each group, definitions, and data sources.
a LCU, constant prices of 2005. Average of growth rate calculated as a trend over the period. b Average over the period.
Mean value = 100. c Average excludes Lesotho. d Average excludes Tunisia. e Average excludes Nepal and The Gambia.
f Average excludes Cameroon, Burundi, Guinea, Rwanda, and Malawi. g Average excludes Mauritania, Ghana, Cote
d`Ivoire, Zimbabwe, and Zambia. h Average excludes Burkina Faso. i Average excludes Ethiopia and Guinea. j Average
excludes Nigeria and Madagascar.
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Growth and its proximate determinants

A first well-known observation refers to the wide dispersion of growth rates.
Whether measured in per capita or per worker terms, the differences between
the extremes of the distribution (groups 1 and 5) are staggering. They are such
that while these two groups had similar average per capita income levels in
1970 (a 10 percent difference), by 2008, less than 40 years later, incomes in the
fast growing economies were almost four times higher than in the stagnant or
declining economies of group 5.

Growth rates of GDP per capita and per worker are closely associated. That
is, in accounting for differences in the growth of per capita income, changes in
activity rates—i.e. changes in labor input per capita, given by the difference
between the two growth rates—play a secondary role compared to that of
labor productivity growth. Activity rates in all five groups show a rising trend
at a rate of 0.5–0.4 percent per year.

The accumulation of capital per worker appears as a major systematic influ-
ence on the growth of per capita and per worker GDP, showing a close positive
correlation with these two indicators across country groups. Indeed, the very
fast growth of capital per worker appears as the most distinctive characteristic
of the rapidly growing economies in groups 1 and 2. This is not, however, their
only attribute. They also feature, more than a rapid progress in education, an
initial level of education well above those of the mostly developing economies
in groups 4 and 5. At the other extreme, the stagnant economies of group
5 feature both a negative pace of capital accumulation per worker and the
lowest initial levels of education. Regression (1) in Table 1.5 summarizes these

Table 1.5 Cross-country regressions

1 2 3

Constant �0.17 0.2 �0.53
(�0.43) (1.20) (�0.94)

Growth rate of capital per worker 0.58 0.73
(14.09) (15.04)

Rate of progress in education 0.09 �
(1.00)

Initial level of education (1970) 0.10 0.05
(1.69) (1.43)

Rate of industrialization 0.71
(3.46)

Initial level of industrialization (1970) 0.07
(3.20)

N 82 82 73
Adjusted R2 0.72 0.72 0.12

Dependent variable: trend growth rate of GDP per worker 1970–2008.
t-statistics in parentheses.
See the appendix to this chapter for definitions and data sources.
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observations by showing the growth rate of labor productivity positively
correlated with the growth of the capital-labor ratio and (although not signifi-
cantly) with both the initial level and the rate of progress of education.

The relationship between the initial level of education and subsequent
growth deserves further attention. A common finding has been that countries
that grow at fast rates tend to have exceptionally well qualified labor forces
given their starting level of per capita income and that there seems to be a
threshold level of education necessary for growth to take off. Azariadis and
Drazen (1990), for example, observed in a data set of 29 countries that no
country with a low ratio of literacy to GDP was able to grow fast in the period
1960–1980. More recently, Benhabib and Spiegel (2005), further discussed in
Chapter 4, found that there is a critical level of education (around 1.8 years of
schooling in 1960) necessary to guarantee convergence to the growth rate of
the United States.

Figure 1.4 shows the relationship between the rate of growth of per capita
GDP in 1970–2008 and the initial level of education measured by mean years
of schooling of the population 25 years and over in 1970, for 82 countries for
which information on education was available. The figure suggests a similar,
albeit less definitive observation to those of Azariadis and Drazen or Benhabib
and Spiegel. With the exception of 10 countries, no country with less than 3
years of schooling in 1970 (the median value being 3.1 years) was able to grow
at rates above the median per capita growth rate. Among these countries, only
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Figure 1.4 Initial level of education (1970) and per capita GDP growth, 1970–2008
See the appendix to this chapter for sources and definitions.
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two (Botswana and China) were able to achieve per capita GDP growth rates
above 4 percent per year.4

Figure 1.4 also illustrates that high initial levels of education are not
a sufficient condition for the achievement of high growth rates. Countries
with more than 4 years of schooling in 1970 and a per capita GDP growth rate
below the median (1.6 percent per year) include Argentina, Jamaica, Philip-
pines, New Zealand, South Africa, and Switzerland. The most remarkable of all
countries in this category is probably Argentina, a middle-income country
with 5.9 years of schooling in 1970 and a growth rate of 0.6.

It is worth noting the contrast between the significance of the level of educa-
tion in growth performance (illustrated by Figure 1.4) and the insignificance
of the level of education in the output level regression (once capital worker
is taken into account, see regression 3 in Table 1.2) as well as of the rate of
progress of education in the growth regression (see regression 1 in Table 1.5).
In Chapter 4, when we discuss Nelson and Phelps’s hypothesis on the role
of human capital in the growth process, we shall come back to this puzzle.

3. Income Levels, Growth Performance, and the Deep
Determinants of Development

Asmentioned in the introduction, it is common inmodern growth economics
to distinguish between the “proximate” and the “fundamental” determinants
of economic development. The former have been analyzed in previous
sections. The latter include a variety of geographic, institutional, income
distribution, and policy characteristics that affect income levels and growth
rates (for a given income level) through various channels that we shall discuss
in detail in later chapters.

Let’s take a preliminary look at these characteristics. Table 1.6 presents the
average value around 2008 of a number of indicators for each of the 5 income
groups of our 87-country sample. Some striking features are apparent. First,
there is a close positive correlation between income level and the value of a
rule of law index based on perceptions of the extent to which agents have
confidence in and abide by the rules of society, and in particular the quality of
contract enforcement, property rights, the police, and the courts, as well as
the likelihood of crime and violence.

4 On the development experience of Botswana, see Griffin (1989), Acemoglu, Johnson, and
Robinson (2003), and Acemoglu and Robinson (2012). Stable institutional and macroeconomic
frameworks and a high savings and investment rates made possible by large natural resource rents
(mining) appear to be the key to the fast rate of economic growth in Botswana.
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There is also a close correlation between level of economic development and
political regime. The percentage of the population living in authoritarian
regimes tends to increase as income per capita falls, a fit that is only disrupted
by the presence, in group 4, of authoritarian China. Geographic determinists
would emphasize the relationship in the third row. The level of income
per worker tends to increase as we move away from the Equator: while only
1.9 percent of the population of the highest income group lives in the tropics
(these are the populations of Singapore and Hong Kong), as much as 64.3 per-
cent of the population of the poorest countries in group 5 lives in the tropics
(the minority here are Bangladesh, Lesotho and Nepal). There is also a striking
contrast in the percentage of the total group population living in landlocked
countries between group 1 (2.5 percent) and group 5 (35.1 percent). Finally,
the values of the Gini coefficient of income concentration show that more
developed societies tend to be less inegalitarian than underdeveloped ones
and there is some indication of a Kuznets curve, i.e. an inverted U-pattern with
group 3 showing the highest Gini coefficient well above those of group 5 and,
especially, of group 1.

Table 1.7 aggregates countries according to the rate of growth of GDP per
worker in 1970–2008. A positive correlation is again visible between growth
rate and a rule of law index but now the previously close correlation between
income per worker and political regime disappears when we look at growth
rates rather than levels of per capita incomes. The relationship is substantially
altered now with more than a third of the population in the fastest growing
countries living under authoritarian regimes. In fact, from groups 2 to 5 there
is now a positive relationship between growth rates and the percentage of

Table 1.6 Main institutional, geographical, and political characteristics

Averages for country groupsa

Characteristic 1 2 3 4 5

Rule of Lawb 92.9 64.9 41.6 27.4 31.8
Population in non-democratic

countries (%)c
1.1 11.9 20.3 47.4 30.3

Population in tropical countries (%)c 1.9 26.0 71.1 53.6 64.3
Population in landlocked countries (%)c 2.5 0.3 0 1.9 35.1
Net-exports of primary goods (%)d 0.4 �1.0f �0.6 4.6g �3.2h

Gini coefficient of income
concentration (%)b

32.0 41.6 47.7 43.3 42.3

GDP per capitae 38,840.9 17,890.7 7,171.9 2,705.1 932.9

Notes: Characteristics refer to 2008 unless otherwise indicated.
a Countries classified by their income per worker. b 2008 or latest available data. c Percentage of the total group
population. d Primary goods exports as percentage of GDP. e GDP per capita in constant prices of 2005. f Average
excludes Iran. g Average excludes Republic of Congo. h Average excludes Benin, Nepal and Sierra Leona.
Sources: See the appendix to this chapter.

Income Levels, Growth Performance, Determinants of Development

27



the population living under non-democratic regimes in 1970. At the same
time, there is no apparent relationship between the percentage of population
in the tropics and the growth rate of income per capita, although there is a
high incidence of tropical countries in the slowest growth groups (as well as
a high incidence of landlocked countries in group 4). Finally, and interest-
ingly, there is a tendency for the Gini coefficient of income concentration to
increase as we move down the growth table. In other words, there is a hint
that more egalitarian countries tend to grow faster than inegalitarian ones.
We shall come back in later chapters to these relationships and try to make
sense of them.

4. The Evolution of the World’s Distribution of Income

The international dispersion of per capita incomes has been on the rise since
the industrial revolution began in Great Britain and spread to other European
countries and Western offshoots in a process that the historian Kenneth
Pomeranz (2000) has called the “Great Divergence”. This process continued
over the last century and a half: the high-income economies today have six to
nine times the GDP per capita of the high-income economies in 1870 and the
composition of this group has remained largely unaltered;5 in contrast, the
low-income countries today barely increased their income per capita over the

Table 1.7 Growth and main geographical, political, and institutional characteristics

Characteristic

Averages for country groupsa

1 2 3 4 5

Rule of Lawb 70.2 76.4 48.3 33.6 29.9
Population in non-democratic countries (%)c 36.0 81.2 34.3 10.1 3.8
Population in tropical countries (%)c 49.7 1.0 45.7 83.4 81.4
Population in landlocked countries (%)c 0.6 0.9 10.2 36.3 5.1
Net-exports of primary goods (%)d �3.0 �2.4 �3.3 f 0.9 8.3g

Gini income concentration coefficient (%)b 39.3 34.5 40.6 44.3 47.7
Growth rate of GDP per worker (%)e 3.4 1.7 0.9 0.2 �0.8

Notes : Characteristics refer to 2008 unless otherwise indicated.
a Countries classified by their growth rate of GDP per worker in 1970–2008. b 2008 or latest available data. c Percentage
of the total group population; for political regimes it refers to 1970. d Primary goods exports as GDP percentage. e Trend
growth rate of GDP per worker 1970–2008. f Average excludes Nepal, Republic of Congo, and Benin. g Average excludes
Sierra Leone and Iran.
Sources: See the appendix to this chapter.

5 See Maddison (1995) and De Long (1997). There were, however, significant changes in the
rankings within this group. For example, the highest level of per capita income in 1870 was
Australia’s, which was ahead of the United Kingdom, in second place, by a large margin. Today,
the United States, but not Australia and the United Kingdom, are among the five richest countries.
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period and continue to be largely the same as the poor countries in 1870. In
between, themedian economy has around four times the income of 1870. This
picture implies that the richest countries in 1870, with some exceptions such
as Argentina, have been those that grew at the highest rates since 1870, even
though they were not the only ones to grow fast. The poorest countries in 1870
have been those that clearly lagged behind. Thus, according to Pritchett (1997),
the ratio of GDP per capita of the richest to the poorest country rose from 8.7 in
1870 to 51.6 in 1985, in a process that he calls “divergence, big-time”. In 2008,
in our sample of 87 countries, the income per worker ratio of the richest
(Norway) to the poorest (Zimbabwe) country rose to 274:1.

The data for our 87 countries over a shorter and more recent period of time
(1970–2008) shows, however, a more complex picture than simple diver-
gence. Table 1.1 suggests a tendency to absolute divergence with growth
rates falling as we move down the income scale. Table 1.4, which aggregates
countries according to growth rates, suggests, however, that the relative high
income countries of group 2 grow at a smaller pace than the middle-income
countries of group 1 and, at the same time, at a faster rate than the lower
income countries of groups 3, 4 and 5. In other words, there are definitely
not tendencies to convergence since 19706 and, at the same time, there are
weak and inconsistent tendencies to divergence. The lack of “absolute con-
vergence” should not be confused with the absence of “conditional conver-
gence”—the existence of an inverse relationship between the initial level
of per capita incomes and its subsequent growth, once the determinants
of the steady state level of income have been controlled for. The absence of
absolute convergence can theoretically go together with conditional conver-
gence; this, in fact, is the claim of the extensions of the neoclassical growth
model discussed in Chapters 2, 3 and 4.

Great divergence and club convergence: the hump-shaped
pattern of growth rates

Acloser look at Table 1.4 reveals an interestingpattern.Consider groups 1 and2
in Table 1.4with above average incomes perworker. These two groups together
include fast growing countries mostly in Asia, Western Europe, United States
and Latin America. Within this set of countries there is a tendency to conver-
gence of productivity levels; group 2 with the higher incomes has the lowest
growth rate. There is thus an inverse relationship between growth and
income level across the set of countries with above average levels of GDP per

6 Or even before that in the post war period. This was recognized early on in the recent literature
(see, for example, Barro, 1991). Chapter 3, section 4, reviews the evidence and recent debates on
convergence.
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worker, a similar phenomenon to the repeatedly noted “convergence club” of
OECD countries (see in particular, Abramovitz, 1986; Baumol, 1986, and Bau-
mol andWolff, 1988). Consider now the rest of the groups comprising develop-
ing countries with average or below average incomes per worker. The fastest
growing countries (group 1) have the highest incomes, and rates of growth fall
as we move down the income table. There is a positive relationship between
growth rates and income levels across country groups and, thus, a tendency
of per capita incomes to diverge. Evidence of the growing dispersion of
incomes amongdeveloping countries has beennoted inother studies;UNCTAD
(1997) has estimated a near doubling of the income ratio between the richest
and poorest developing countries over the four decades following 1960.

The lack of strong tendencies towards convergence or divergence for the
whole sample is the result of the fact that growth acceleration tends to occur at
middle-income levels, as has been noted several times and for other time
periods.7 The consequence is a tendency towards divergence among middle
and low-income countries (and to some extent among high and low-income
countries) and a tendency towards convergence among middle and high-
income countries. Figure 1.5, which shows growth rates and average levels of
GDP per capita (for 1970–2008) for the whole sample, illustrates the hump-
shaped pattern of growth rates that features the largest incidence of high
growth rates occurring at middle-income levels. This pattern would probably
emerge more clearly if the 1980s were excluded from the period of analysis,
since a number of previously fast growing middle-income countries in Latin
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Figure 1.5 Growth rates and levels of GDP per capita
See the appendix to this chapter for sources and definitions.

7 See Kristensen (1974), Chenery and Syrquin (1975), Syrquin (1986), Baumol (1986),
Abramovitz (1986), Baumol and Wolff (1988), Lucas (1988).
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America then plunged into economic stagnation following the debt crisis of
the early 1980s.

The acceleration of growth rates at middle-income levels has been given
different explanations. These will be examined in later chapters. At this stage,
it is worth pointing out that there is some support in the data for the view that
the high growth rates at middle-income levels are characteristic of the transi-
tion towards an industrialized economy, with growth being rather slow before
and slowing down after the process of industrialization. As Kaldor (1967, p.7)
argued: “. . . fast rates of economic growth are almost invariably associated
with the fast rate of growth of the secondary sector, mainly, manufacturing,
and . . . this is an attribute of an intermediate stage of development; it is a
characteristic of the transition from ‘immaturity’ to ‘maturity’”. Group 1 in
Table 1.4 with the highest rates of growth of output per worker recorded
the fastest rate of industrialization during the period. Growth is slower in
both the more industrialized economies of group 2, which de-industrialized
during the period, as well as in the industrializing (but from a much smaller
initial base) economies of groups 3, 4, and 5. Regression 3 in Table 1.5 relates
overall productivity growth to the pace of industrialization, measured by the
difference in the growth rates of industrial and overall employment. This is
one of so-called Kaldor’s laws, qualified only insofar as it holds for a given
initial level of industrialization. That is, given the initial industrial employ-
ment share, the faster the rate of industrialization the higher the rate of
productivity growth in the economy as a whole.8 Similarly, given the rate
of industrialization, the higher the level of industrialization the faster the
overall rate of growth of productivity.

Middle-income traps and the “twin-peaked” distribution

The fact that the largest incidence of high growth rates tends to occur
in middle-income groups is not the same as all middle-income economies
being the fastest growing. The “transition from immaturity to maturity” is
much less smooth than a superficial reading of Figure 1.5 could suggest
and some of the major setbacks also appear to take place at middle-income
levels. A number of economic and institutional upheavals, to be discussed
in later chapters, can throw rapidly growing economies off the path of eco-
nomic transformation that leads to high-income levels. In our sample and
time period, we have already referred to the stagnation of highly indebted
countries during the 1980s. The current crisis in Western Europe may be

8 On Kaldor’s laws, see Cripps and Tarling (1973), Thirlwall (1983), and Kaldor (1966 and 1967).
Chapters 7 and 8 review the mechanisms involved and the evidence on the Verdoorn Law, relating
the growth of productivity and output in manufacturing.
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the beginning of a similar prolonged stagnation period. In a longer time span,
the relative decline of Argentina, once among the richest countries in the
world, is another remarkable example.

Growth acceleration at middle-income levels, coupled with occasional set-
backs, probably constitutes a major reason why the world’s distribution of
per capita incomes has evolved towards a persistent bimodal or “twin-peaked”
distribution. Using data for 1962–1984, Quah (1993) calculated the probabil-
ity that a country in one income group will move into another group in the
following year. The resulting “transition matrix” with countries divided into
five income groups, depending on their per capita income relative to the
global average, can then be used to simulate the evolving dispersion of
per capita incomes. Holding these probabilities constant over time, Quah
shows that the distribution of incomes eventually stabilizes in a “twin-peak”
distribution similar to that observed in the world economy today, with many
poor and many rich countries and relatively few countries in between. As
an illustration, using Quah’s transition probabilities to simulate the distribu-
tion of per capita incomes, starting from an egalitarian distribution with a
zero standard deviation in the log of per capita incomes, income dispersion
increases within the first 70 years and then stabilizes with a standard deviation
of around 1.5. The key feature of the transition matrix explaining this result
is that, unlike middle-income countries in groups 2, 3, and 4, the highest
(group 1) and lowest (group 5) income countries have very high probabilities
of remaining within the same group from one year to the next.

The twin-peaked distribution has been taken as evidence supporting the
existence of development traps and multiple “club convergence”. As Feyrer
(2008) says: “The most dramatic feature of Quah’s distribution is the down-
ward movement of a group of countries away from the world mean. Instead of
converging to the income of the wealthy countries, these countries are diver-
ging away from it” (p. 27). This is perhaps the stylized fact most difficult to
explain bymodern growth economics. To the extent that it is concerned by it,
this book is partly an attempt to find the origins of Quah’s twin-peaked
distribution of per capita incomes.

Having said that, Quah’s estimated transitionmatrix implies, with probabil-
ity one, that any less developed country will eventually move up through
all the stages to become a high-income country and conversely that any
developed economy will eventually move down to become underdeveloped.
This two-way movement produces the long-run stable distribution. Rowthorn
and Kozul-Wright (1998) have observed that the experience of the past 150
years suggests that countries domove downwards but only to a limited extent.
There is no recorded case, for example, of a country in the high income or
even moderately developed category moving all the way down to the lowest
income level. This suggests the presence of ratchet effects that limit downward
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mobility. By allowing a ratchet effect—so that a country in group N can fall
back into group N + 1, but having done so cannot fall back further into group
N + 2—while assuming all other probabilities to be as in Quah, Rowthorn
and Kozul-Wright show this limited downward mobility to have a dramatic
impact on the evolution of income dispersion. The ratchet effect implies
that the initial polarization of incomes is more rapid and acute than with
Quah’s probabilities, since the limited downward mobility must initially
have unequalizing effects. At the same time, the gap between rich and poor
countries eventually narrows as more countries move into the upper income
groups. The process of convergence, however, is very slow and it takes 330
years from the initial starting point to reach the stage where 95 percent of
countries are in the first two groups.

The bimodal income distribution implied by the transition matrices calcu-
lated over recent decades, plus the ratchet effects suggested by historical
experience seem thus quite consistent with the hump-shaped pattern of
growth rates. Both suggest no rapid tendency for low-income countries, as
a group, to converge to high-income levels with, at the same time, some lower
middle-income and upper middle-income countries occasionally changing
places between the two modes of the distribution. Both suggest that at some
stage and for a prolonged period, one should observe the ample and recogniz-
able valley that separates the developed and most of the developing countries
and is characteristic of today’s world.

This chapter has provided empirical evidence, rather than explanations
of income levels and growth rates. It gives background information on what
will be explained in subsequent chapters.

Appendix

1. Country Groupings According to Income Per Capita
and Growth Performance

Indicators in this and other chapters refer to 87 countries. These countries are the
countries included in the Penn World Table (PWT or Summers and Heston data set)
and the World Bank World Development Indicators (WDI) excluding those where:
(a) Oil extraction is the dominant activity (where fuel exports were over 35 percent of
GDP in 2008), (b) Central planning was dominant during most of the period since
1970; (c) Data is not available going back to 1970; (d) Population was less than 1million
in 2008.

These 87 countries were classified according to their GDP per worker in 2008 and
aggregated into five income groups in Table 1.A1. Within each group, countries are
listed according to GDP per worker, and figures are in U.S. dollars at 2005 international
prices. The 87 countries were also classified into five groups according to their trend
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growth rate of GDP per worker from 1970 to 2008. Table 1.A.2 shows the composition
of each of the five groups.

2. Definitions and Data Sources

Data sources are the Penn World Table (PWT) (Version 7.0; see Heston, Summers and
Aten, 2011); World Bank World Development Indicators (WDI) (<http://data.world-
bank.org/data-catalog/world-development-indicators>); the United Nations Develop-
ment Program (UNDP) Human Development Report (various issues); Barro and Lee
(2010); UNESCO; International Labor Organization (ILO); and the Worldwide Govern-
ance Indicators (WGI) project (Kaufmann, Kraay, and Mastruzzi, 2010).

A full description of definitions and data sources for the variables used in this and
other chapters is given in what follows:

Activity rate: Labor force as percentage of population in 2009 or the last available year. Source:
Penn World Table 7.0. For labor force, own calculations based on Penn World Table. 7.0.
Arable land per worker: Total arable land (hectares) per worker. Source: World Development
Indicators (arable land) and Penn World Table. 7.0 (labor force).

Table 1.A1 Groupings according to real GDP per worker in 2008
(PPP, international and constant dollars, 2005)

Group

1 2 3 4 5

Average income $75,180 $38,104 $17,003 $6,434 $2,043

Countries Norway Japan Panama China Gambia, The
Singapore Greece Venezuela Honduras Lesotho
United States Israel Mauritius Morocco Bangladesh
Belgium Spain South

Africa
Paraguay Ghana

Netherlands New Zealand Jamaica Bolivia Benin
Australia Korea, Republic of Colombia India Kenya
Austria Portugal Brazil Indonesia Nepal
Ireland Turkey Tunisia Philippines Tanzania
Hong Kong Mexico El Salvador Pakistan Sierra Leone
Sweden Iran Peru Nigeria Rwanda
United
Kingdom

Chile Guatemala Nicaragua Burkina Faso

France Malaysia Egypt Zambia Guinea
Italy Argentina Ecuador Cameroon Madagascar
Finland Costa Rica Jordan Congo,

Republic of
Mozambique

Canada Uruguay Namibia Mauritania Malawi
Denmark Dominican

Republic
Thailand Senegal Ethiopia

Switzerland Botswana Syria Mali Burundi
Cote d`Ivoire Zimbabwe

Number of
countries

17 17 17 18 18
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Capital per worker (K/L): Net fixed standardized capital stock per worker in 2005 purchasing
power parity. Average for group 1 = 100. Source: Extended Penn World Table 7.0.
Capital per worker growth rate: Trend growth rate of capital per worker from 1970 to 2008.
Calculated by regressing the logarithm of capital per worker on a constant and time (2005
international prices). Source: Extended Penn World Table 7.0.
Education (EDU): Mean years of schooling of population aged 25 years and above. Human
Development Report Office (HDRO), updates by Barro and Lee (2010) based on UNESCO
Institute for Statistics data on education attainment (2011) and Barro and Lee (2010)
methodology.
Education growth rate (1970–2008): Trend growth rate of education from 1970 to 2008.
GDP per capita: PPP Converted GDP per capita (Chain index) at 2005 constant prices. Average
for group 1 = 100. Source: Penn World Table 7.0.
GDP per capita growth rate: Trend growth rate of GDP per capita from 1970 to 2008 (or 2010 in
Table 1.1) at 2005 constant prices in local currency units (LCU). Calculated by regressing the
logarithm of GDP per capita on a constant and time. Source: Penn World Table. 7.0.
GDP per worker (Y/L): PPP Converted GDP per worker (Chain index) at 2005 constant prices.
Average for group 1 = 100. Source: Penn World Table 7.0.
GDP per worker growth rate: Trend growth rate of GDP per Worker from 1970 to 2008 at 2005
constant prices in LCU. Calculated by regressing logarithm of real GDP per worker on a
constant and time. Source: Penn World Table. 7.0.

Table 1.A2 Groupings according to growth rates

Group

1 2 3 4 5

Fast growth Medium-high
growth

Medium
growth

Slow or no
growth

No growth

Growth rate g�2.44% 2.44%
>g�1.40%

1.40%
>g�0.47%

0.47%>g�–

0.07%
�0.07%>g

Countries China Chile Panama Syria Kenya
Botswana Portugal Nepal Jamaica Brazil
Korea, Rep.

of
Japan Burkina Faso New Zealand Mauritania

Singapore United Kingdom Greece Paraguay Bolivia
Thailand Dominican Rep. Morocco El Salvador Namibia
Hong Kong Italy Canada Guatemala Nigeria
Egypt Belgium Bangladesh Senegal Ghana
Malaysia Denmark Israel Ethiopia Jordan
Mauritius Australia Mozambique Burundi South Africa
India Tunisia Colombia Argentina Madagascar
Ireland Sweden Tanzania Cameroon Cote

d`Ivoire
Indonesia Uruguay Benin Ecuador Peru
Turkey Spain Congo, Rep. of Mexico Zimbabwe
Norway France Netherlands Costa Rica Sierra Leone
Lesotho United States Gambia, The Honduras Iran
Finland Austria Philippines Guinea Venezuela
Mali Pakistan Switzerland Malawi Zambia

Rwanda Nicaragua

Number of
Countries

17 17 17 18 18
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Gini income concentration coefficient: World Development Indicators and United Nations
University World Institute for Development Economics Research (UNU-WIDER)
Industrial employment share: Percent of labor force in industry. Source: International Labor
Organization (ILO) and World Development Indicators.
Industrial employment share growth rate: Trend growth rate of industrial employment share
from 1970 to 2008.
Market size: PPP Converted GDP (Chain Series) at 2005 constant prices. Source: Penn World
Table 7.0
Net-Exports of primary goods: Primary goods exports minus primary goods imports as percent-
age of GDP in 2008. Primary goods are ores and metals, food, fuels, and agriculture raw
materials. Source: WDI.
Population in non-democratic countries: Percentage of the total group population in 2008 that
live in non-democratic countries according to Przeworski’s (2004) criteria.
Population in tropical countries: Percentage of the total group population in 2008 that live in
tropical countries defined as those whose land mass lies mostly between the Tropic of Cancer
(latitude 23.5 degrees north) and the Tropic of Capricorn (latitude 23.5 degrees south).
Rule of law index: Reflects perceptions of the extent to which agents have confidence in and
abide by the rules of society, and in particular the quality of contract enforcement, property
rights, the police, and the courts, as well as the likelihood of crime and violence. Range 0–100;
close to zero means low confidence. Source: Kaufmann, Kraay and Mastruzzi (2010), World-
wide Governance Indicators.
Trade share: Exports plus imports/GDP at constant prices (2008). Source: Penn World
Table 7.0.
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Basic Neoclassical and Endogenous
Growth Models

We now embark on the search for analytical accounts of the differences in
income levels and growth performances described in Chapter 1. Just as some
chess books begin with a basic understanding of “end games”, i.e., when the
battle is almost over and only a few pieces of the original puzzle remain, we
start with a model of a “mature economy”—a picture of how the economy
looks like after the transition to a developed state has been completed. This
starting point serves two purposes. First, just as in chess books, the under-
standing of end games facilitates a discussion of openings and intermediate
situations. In addition, it will help us to introduce a simple analytical frame-
work and a number of concepts that will be used in later chapters.

We begin with the neoclassical paradigm in growth theory which, in its
simplest version, is captured by the standard Solow-Swan model. The chapter
contrasts the implications of the model, including its behavior off its steady
state, with the observed international differences in per capita incomes and
growth rates. In this version of the neoclassical model, all countries have
access to the same technologies, there are only two factors of production
(physical capital and labor), and the savings rate is constant. This crude
version does not stand well to the evidence. We will enquire then whether
the key assumption of diminishing returns to capital is the source of the
problem and discuss some basic endogenous growth models that abandon
that assumption. These include Romer’s 1986 model with aggregate increas-
ing returns to capital, which marks the beginning of the revival of growth
theory in recent times, the so-called AK model with constant returns to
capital, and a hybrid neoclassical-endogenous growth model. The chapter
concludes with an empirical assessment of these models.



1. The Solow-Swan Model: Constant Returns to Scale
and Exogenous Technical Progress

The Solow-Swan model is the most parsimonious of models. It provides a
theory of how the economy converges to a steady state and of the configur-
ation of this steady state. It includes an explanation of why the steady state
value of the capital-labor endowment is what it is, and of the determination of
the economy’s rate of growth in and outside the steady state.1 There are
several ways of presenting this theory. Appendix 1 provides, for the unfamiliar
reader, the standard presentation using a diagram that shows the steady state
capital-labor ratio at the intersection of gross investment and effective depre-
ciation. Here, I present the model in (real wage, capital per worker) space. The
resulting diagramwill prove useful in this and later chapters by facilitating the
comparison with alternative growth theories.

The real wage diagram

The economy considered produces one good, which can either be consumed
or invested. Technology displays constant returns to scale and diminishing
returns to variable proportions. We assume a Cobb-Douglas production func-
tion: Y = Ka (AL)1�a, with a < 1, where Y is output; K, the capital stock; L, labor
input in natural units; A reflects the state of technology and AL is labor input
in effective units. Dividing total output by effective labor (AL), output per
effective worker is:

yA ¼ ðkAÞa yA ¼ Y=ðALÞ kA ¼ K=ðALÞ (1)

Investment is the same as saving (Say’s law prevails) and there are no effective
demand problems. This is because, strictly speaking, this is a one good, non-
monetary economy; in an alternative interpretation, “the authorities have
read the General Theory”, as Swan (1963, p. 205 in Sen, 1970) explicitly
assumed, and through aggregate demand policy are able to solve any effective
demand problems that may arise.

The labor market clears at full employment through changes in the real
wage.2 Consider the determination of the real wage in this economy. From the

1 The theory is also about the conditions for the existence and uniqueness of the steady state.
These conditions were specified by Inada (1963; see on the subject, Wan, 1971). The endogenous
growth models discussed later in this chapter illustrate situations in which some of these
conditions (either for existence or uniqueness) are not fulfilled.

2 The properties of the model would remain the same if there were a constant rate of
unemployment (with a real wage above the market clearing level).
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first order conditions for profit maximization, taking as given the capital stock
and technology and assuming atomistic competition, we get the labor
demand function (in effective units): (AL)d = [(1 � a)/wA]1/a K, where wA is
the real wage per effective worker. This yields a downward sloping labor
demand curve in (real wage, employment) space. Given the exogenous labor
supply, the real wage adjusts to clear the labor market. Setting labor demand
equal to the exogenous labor supply (AL), and then solving for w, we obtain
the short-run equilibrium wage (wA):

wA ¼ ð1� aÞðkAÞa (2)

In (ln wA, ln kA) space (where ln refers to the natural logarithm), eq. (2) is the
equation of an upward sloping line with slope equal to “a”, the capital share
in the production function. Indeed, the market-clearing wage increases as
the capital-labor ratio rises. A higher capital stock increases the demand for
labor and the real wage required to keep labor demand equal to a given labor
supply must increase. Alternatively, a higher capital stock (given the
labor supply) increases the marginal product of labor at full employment
and, since in competitive equilibrium the real wage is equal to the marginal
product of labor at full employment, the real wage must increase with the
capital stock.

The locus of (ln wA, ln kA) combinations along which the labormarket clears
is shown as the w line in Figure 2.1. This w line is a schedule of short-run
equilibria showing the market clearing value of the real wage at each level of
the capital-labor ratio. Note that the slope of the w line is less than unity under
diminishing returns to capital (a < 1) and thus the rate at which the real wage
increases with the capital-labor ratio is decreasing. It is also worth noting that

lnwA

w∗A

wA

ln kAln kA∗

Figure 2.1 The Solow model in (wA, kA) space
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the real wage is a scale-independent function of the capital intensity only
under the present assumption of constant returns to scale.3

The w* line in Figure 2.1 is a schedule of long-run equilibria along which the
capital-labor ratio (kA) remains constant over time. Therefore, it shows the
value of the real wage required to generate the steady state rate of capital
accumulation, at each given level of the capital-labor ratio. This required real
wage is obtained as follows. Consider the rate of capital accumulation (gK = I/K)
expressed as:

gK ¼ ðs=aÞr� � (3)

where I is net investment; r, the profit rate on capital; a, the profit share in
competitive equilibrium; and s and �, as before, are the saving and the depreci-
ation rates.4 The profit rate can, in turn, be expressed as a function of the real
wage. Since, in competitive equilibrium, we have r = a Y/K = a yA/kA, using (1)
and (2) we obtain:

r ¼ a½ð1� aÞ=wA�ðl�aÞ=a ¼ rðwAÞ r
0
<0 (4)

In a steady state, the rates of profit and accumulation must be such that the
capital stock per effective worker remains constant over time. The effective
labor force (AL) grows at a rate given by the sum of the rate of technical
progress and the growth of the labor force. Technical progress is exogenous,
independent of the economic system, and labor-augmenting (or Harrod-neu-
tral), i.e., it increases output per worker without changing the capital-output
ratio. It proceeds at a constant rate gA = (dA/dt)1/A, where A is the level of
technology. The labor force also grows at an exogenous and constant rate
equal to n. The effective labor force thus grows at an exogenous rate given by
gA + n. Substituting from (4) into (3) we can solve for the value of the real wage
(w*A) required to generate the steady state rate of accumulation by setting the
rate of capital accumulation equal to the exogenous growth rate of the effect-
ive labor supply (n + gA). The required real wage is:

w*A ¼ ð1� aÞ½s=ðnþ gA þ �Þ�a=ð1�aÞ (5)

Given that the wage share in total income is (1—a), the steady state value of
output per worker is:

y*A ¼ ½s=ðnþ gA þ �Þ�a=ð1�aÞ (5')

3 Setting A = 1, for simplicity, the equilibrium wage can be written as w = b La + b�1 ka, where b is
the output elasticity of labor in the production function. The wage does not depend on L only if b is
equal to (1–a), which implies constant returns to scale (a + b = 1).

4 Let s = S/Y, a = P/Y and r = P/K, where S is gross saving and P is total profits. Then, (s/a) r is equal
to gross savings divided by the capital stock.
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Eq. (5) defines the schedule of long-run equilibria or of stationary capital-
effective labor ratios. Under our present assumptions, this is a horizontal
line in (ln wA, ln kA) space (see Figure 2.1). Given s, n, gA, and �, there is a
unique real wage yielding a profit rate such that the capital stock grows at the
rate of effective labor supply growth. Clearly, if there is a steady state, the
steady state value of the real wage must be given by (5): values off this locus
imply that the capital-labor ratio is changing over time and, from (2), the real
wage must be changing as well.5

2. Transitional Dynamics and Empirical Shortcomings
of the Neoclassical Model

Two well-known results follow from this set-up. The first is that the economy
described converges to a steady state in which output and the capital stock
grow at the same rate, equal to Harrod’s natural rate. This growth rate is the
sum of the rate of growth of the labor force (n) and the rate of technical
progress (gA), and is thus independent of the savings rate. In the steady
state, the real wage (w) and output per worker (y) grow at the same rate as
the rate of labor-augmenting technical progress (since w = wA A, y = yA A, and
wA and yA are constant in the steady state).

The second result refers to what happens when the economy is off the
equilibrium path. Suppose, for example, that the capital-labor ratio is below
its steady state value. Due to the relative abundance of labor, the market-
clearing wage is below the wage required to generate the steady state rate of
capital accumulation. In this situation, the profit rate is relatively high and
the capital stock will be growing faster than the effective labor force (see eq. 3).
With a rising capital stock per effective worker, labor productivity and per
capita incomes will be growing at a faster rate than technical progress.Will the
capital-labor ratio (kA) and income per effective worker keep growing for ever?
No, because the increasing capital-labor ratio pulls with it the real wage,
driving the profit rate down and reducing the rate of capital accumulation.
The latter will thus gradually converge towards its steady state value and,
when the adjustment is completed, the wage per effective worker (wA) and
the profit rate both remain stationary. During the adjustment, the economy’s
growth rate is higher than in the steady state, and growth is so much faster the
lower the initial value of the capital endowment per worker. Thus, and this is

5 We can also look at the schedules of short-run and long-run equilibria in (ln yA, ln kA) space.
The corresponding equations are (1) and (5’). As the reader can verify, a comparisonwith (2) and (5)
shows that the y and y* lines look exactly like the w andw* lines except that their position is shifted
upwards by the term ln [1/(1�a)], which is positive (since a < 1).
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the result that we want to emphasize, starting from a relatively low capital-
labor ratio, the economy converges to the equilibrium path at a diminishing
rate of growth.

In terms of Figure 2.1, this property implies that the excess of the growth
rate over its steady state value is a positive function of the gap between the wA

and w*A lines. Indeed, using (3), the profit rate in the steady state must be such
that:

nþ gA ¼ ðs=aÞr*� � (6)

where r* is the steady state value of the profit rate, derived from (4) under wA =
w*A. Subtracting (6) from (3), and using ŷA = a K̂A, where ŷA = (dyA/dt) (1/yA)
and K̂A = (dkA/dt) (1/kA), we can express the growth of output per worker as a
function of the gap between r and r*:

ŷA ¼ Oðln w*A � ln wAÞ ¼ Oðlny*A � lnyAÞ (7)

Using (4), (5) and (7), as shown in the Appendix, we have as an
approximation:

ŷA ¼ Oðln w*A � lnw*AÞ ¼ Oðlny*A � lny*AÞ (7')

where Ω = (1� a) (n + gA + �) is the rate of convergence, the fraction of the gap
between the actual and the steady state level of income that is eliminated per
unit of time. Eq. (7') shows the growth of output per effective worker as an
increasing function of the gap between the actual level of income and its
steady state value.

The presence of diminishing returns to capital is critical to these properties
of the model. To better understand this role, it will be useful to consider for a
moment an economy with a constant population and no technical progress.
In such an economy, output will eventually stagnate since its equilibrium
path is a stationary state in which the economy generates a gross investment
just equal to the depreciation of the capital stock. If, starting from this equi-
librium, net investment became positive, the larger capital stock would have
two consequences. First, output per worker would increase since each worker
has a greater capital stock to his or her disposal. Second, at the initial real wage,
labor demandwould be greater; in the face of an inelastic labor supply, the real
wage has to increase to clear the labor market. To say that there are diminish-
ing returns to capital is the same as saying that the positive effect of the larger
capital stock on labor productivity is not strong enough to offset the negative
effect of the higher equilibrium real wage on the rate of profit. As a result, the
market equilibriumwage rises above the required wage (w*). The rate of return
on capital falls below its stationary state value and the positive level of net
investment cannot be sustained. The capital stock contracts and eventually
returns to the initial equilibrium value. In this equilibrium state there is not,
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there cannot be, an endogenous process of capital accumulation. This helps us
understand the crucial role played by technological progress and growth of
the labor force in this theory; steady state growth is the outcome of these
forces simply because there are no other forces capable of neutralizing the
influence of diminishing returns to capital.

All this is so, of course, on the equilibrium path. If the capital stock per
worker is smaller than in the steady state, there is an additional force that
drives growth: the fact that the rate of return on capital is higher than in the
steady state (the market equilibrium wage is lower than the required wage).
With diminishing returns to capital, this driving force is strongest the smaller
the capital-labor ratio is, since the lower real wages more than offset the low
labor productivity associated with the small capital-labor ratio. Hence, the
second result of the model: off the steady state, the economy’s growth rate is
higher the lower the capital-labor ratio is compared to its steady state value.

The Solow model thus has clear answers to the questions: why are some
countries richer than others? Why do some economies grow faster than
others? Regarding the first question, there are two sources of income differ-
ences across countries. First, theymay be due to different steady state values of
output per worker. Assuming access to the same technology, we know from (5')
that they arise from differences in savings behavior, population growth and
depreciation rates. The second source refers to disequilibrium differences in
capital-labor ratios, i.e., to gaps across countries in their position vis-à-vis their
steady state. Thus, a large difference in output per worker between two coun-
tries, for example the United States and India, may be the result of the United
States having a higher steady state level of income than India, and/or of India
being much further away from its steady state than the United States. Let us
then look at the question of how large are the differences in the steady state
levels of income implied by the Solow model.

Empirical shortcomings: actual and steady state values
of output per worker

Table 2.1 shows the actual levels of output per worker in 2008, along with
other indicators, in our five groups of countries. The first few rows of the table
reveal a well-known result: income levels tend to be positively correlated with
investment shares in GDP and negatively correlated with population growth
rates. That is, countries with relatively high incomes tend to have higher
investment ratios and lower population growth rates than countries with
lower incomes. This is why when using eq. (5') to regress incomes against
investment ratios and a measure of (n + gA + �), we obtain coefficients that
have the signs expected by the Solowmodel. The estimates for our sample are:
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ln y08 ¼ 9:82 þ2:85ln ðI=YÞ �4:57lnðnþ gA þ �Þ Adj:R2 ¼ 0:46
ð4:62Þ ð6:17Þ ð�5:85Þ N ¼ 84

t statistics are in parentheses. (gA + �) is assumed to be.05 (gA =.02 and � =.03)
following Mankiw, Romer, and Weil (1992). I/Y is the investment share
(average for the period 1970–2008).

Is it possible to say more? Yes, if we make some additional assumptions. To
begin with, let us use a version of the Solowmodel that leaves aside differences
in technology. Assume therefore the same initial levels of technology (A0) and
uniform rates of technical progress across countries. Eq. (5') then allows us to
estimate the steady state values of output per worker in any given group as a
fraction of that in group 1. More precisely, letting subscript i refer to groups 2
to 5, eq. (5') implies:

lnðy*i=y*1Þ ¼ a=ð1� aÞf½lnðsi=s1Þ� � ln½ðni þ gA þ �Þ=ðn1 þ gA þ �Þ�g (5'')

Further, assume with Mankiw, Romer, and Weil that (gA + �) is 0.05, a profit
share (“a”) equal to 1/3, and measure s as the investment share (I/Y). Then,
using the data in Table 2.1 and plugging it into (5''), we can obtain the
predicted steady state levels of income for groups 2 to 5 (relative to group 1)
and compare them with the actual differences in output per worker. We can
thus address the question of how much of the income gaps across countries
can be explained by differences in their steady state income levels.

The results are shown in rows 4 and 5 of Table 2.1. Differences in the
steady state income levels turn out to be rather small compared to the actual
income gaps. Consider, for example, the richest and poorest countries: while
the actual income gap between them is in the range of 37 to 1, the steady

Table 2.1 Actual and steady state income gaps in the Solow model

1 2 3 4 5

GDP per worker (2008)a 75,179.7 38,104.5 17,003.5 6,433.6 2,042.9
Investment share (%)b 23.5 24.5 22.6 22.5d 18.0e

Growth of the labor force %c 1.2 2.2 2.9 2.8 2.7
Income as a percentage of group 1

(2008)
100 50.7 22.6 8.6 2.7

Steady state income as a percentage
of group 1

100 94.7 86.9 87.2 78.5

Number of countries 17 17 17 18 18

a International dollars 2005.
b Average share (1970–2008) of gross investment in GDP (current prices).
c Trend growth rate of the labor force (1970–2008) (percentage per year).
d Average excludes Nigeria.
e Average excludes Tanzania and Guinea.
See the appendix to Chapter 1 for data sources.
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state income of group 5 is only in the order of 20 percent lower than that of
group 1.6

Empirical shortcomings: Differences in growth rates

The answer of the Solow model to the second question—why do some econ-
omies grow faster than others?—is that differences in growth rates of output
per worker should reflect differences in the exogenous rate of labor productiv-
ity growth and in the position relative to the steady state (the component
of growth due to transitional dynamics). Formally, using ŷ = gA + ŷA, eq. (7')
implies:

ŷ¼ gA þ �ðln y*A � ln yAÞ (8)

where Ω, equal to (1�a) (n + gA + �), is the rate of convergence, as already
indicated. Eq. (8) shows the growth of output per worker as the sum of two
components: 1) an exogenous one given by the rate of technical progress (gA);
2) a transitional one, due to capital deepening, which is proportional to the
gap between the initial and the steady state values of output per effective
worker.

As shown by (8), the Solow model does not imply that poor countries
should systematically grow faster than rich countries, even if one neglects
differences in exogenous rates of technical progress across countries (and
assumes equal gAs). Convergence is conditional on the determinants of the
steady state and the implications of the model are consistent with a poor
country (close to its steady state) growing more slowly than a richer country
that is further away from the steady state.

For this to happen, however, the implied differences in the steady state
levels of income must be very large (similar, or even larger in the example
above, than the observed differences in actual levels of output per worker).
Yet, the picture that emerges from the analysis is that the income gaps implied
by the Solow model are largely the result of international differences in the
position relative to the steady state, rather than of differences in steady state
values of output per worker. Poor countries would appear to be poorer than
others largely because they are much further away from the steady state than

6 It is worth noting that the assumed value of the profit share (“a”) of one third is far from being
uniform across countries. The capital share varies significantly, tending to be higher than one third
in many developing countries for which information is available. It is apparent from eq. (5’’) that
had we assumed a profit share for groups 2 to 5 higher than the value of one third that seems
appropriate for group 1, the predicted income gaps would have been even narrower. This is because
a higher profit share tends to increase the steady state income level in groups 2 to 5. Strictly, this is
so if s/(n + gA + �) > 1. Since s/(n + gA + � is the steady state value of the capital-output ratio, the lack
of fulfillment of this condition would imply implausibly low values of the capital-output ratio in
the steady state and, even more so, below the steady state.
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wealthier countries. As we know, such a view has clear implications for
differences in growth rates across countries: poor economies should grow
faster than rich economies.

The evidence presented in Chapter 1 already indicated that this implication
finds no empirical support. Much of the “convergence controversy” revolves
precisely around the fact that the Solowmodel appears to overstate a tendency
to convergence in the world economy. We can confirm this implication by
using eq. (8) to estimate the growth rates predicted by the model. The appen-
dix explains in detail the procedure followed.

Table 2.2 shows the predicted growth rates (with a capital share equal to 1/3
in all groups) together with actual growth rates. Given that differences in the
steady state levels of income only explain a small part of actual income gaps,
the predicted growth rates increase, as expected, as we move down along the
income scale. This is not, however, what happens with actual growth per-
formances. Instead of narrowing over time, the evidence on growth rates of
GDP per worker suggests widening income gaps across broad groups of coun-
tries (in particular, between groups 1 and 2 on one side and groups 3, 4 and 5
on the other). The results in Table 2.2 add something to this well-known
picture. For not only there is no tendency to absolute convergence, there are
no strong tendencies either to conditional convergence. This is evident in the
case of group 5. Its growth performance suggests that this group was moving
away rather than towards its steady state level of income, given that its growth
rate of 0.3 percent growth in GDP per worker was below the rate of technical
progress, which is of the order of 2 percent per year.

3. The Nature of Technology

In the Solow-Swan model, technology displays constant returns to scale and
advances at an exogenous pace ultimately given, one can reasonably think, by

Table 2.2 Actual and predicted GDP growth rates (1970–2008) in the Solow model

Growth rates per year

Averages for country groups

1 2 3 4 5

GDP per worker (actual) 1.9 1.6 0.7 0.7 0.3
GDP per worker (predicted) 1.9 3.4 4.8 7.1 9.7
GDP (actual) 3.1 3.9 3.6 3.5 3.0
GDP (predicted) 3.1 5.7 7.7 9.9 12.3
Number of countries 17 17 17 18 18

See the appendix to Chapter 1 for data sources.
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the rate of scientific progress. Since technology is introduced from outside the
economic system, one can think of it as a public good freely available to firms.
How plausible is this view of technology? To understand the answers to this
question in endogenous growth theory, we have to discuss the nature of
technology as a non-rival good with limited excludability.

Goods can be classified according to two fundamental attributes: the degree
to which a good is rival and the degree to which it is excludable (Cornes and
Sandler, 1986). Whether a good is rival or not depends on whether the use of
the good by one person precludes its use by another or not. Most economic
goods as well as conventional factors of production are rival: if one person uses
a piece of physical capital such as a hammer another person cannot use it.
Goods can also be classified according to the degree of excludability. The
degree to which a good is excludable is the degree to which the owner of the
good can charge a fee for its use. A hammer, a CD player, or the services of a
dentist are highly excludable (see Figure 2.2).

Rival goods may or may not be highly excludable. Most economic goods or
factors are rival and excludable. But rival goods may show low excludability.
Goods that are rival but with low excludability suffer from the “tragedy of
the commons”. A traditional example of such goods is the overgrazing of
common land shared by English peasants during the middle ages. A modern
example is the over-fishing of international waters. Because fish in the sea is
rival but with low excludability, the cost of one fisherman’s choosing to catch
an additional fish is shared by all of the fishermen, but solely only one
fisherman captures the benefit. As a result there are negative externalities
that, in the absence of regulation, can generate a tendency to an inefficiently
high level of fishing that can potentially destroy “the commons”.

Non-rival goods also may or may not be highly excludable. Jones (2002)
gives the example of an encoded satellite TV transmission as a non-rival good
(the transmission can be seen by many at the same time) with high exclud-
ability: the digital signals of an encoded satellite transmission are scrambled so
as to be useful only to someone with a decoder. Other non-rival goods are non
excludable. National defense, the results of basic research and development
(R&D), calculus or a mathematical theorem are examples of non-rival goods
that are essentially non-excludable. They are called public goods. They gener-
ate positive externalities and tend to be under-produced bymarkets, providing
a classic opportunity for government intervention to improve welfare.

Technology is typically non-rival with partial excludability (Romer, 1990).
In contrast with a piece of physical capital, technology, or the set of ideas that
we call technology, is non-rival. Just as scientific ideas are non rival (my use of
a calculus theorem does not preclude its use by other persons at the same time)
just in time inventory methods are non-rival: its use by Toyota does not
preclude Ford from taking advantage of the same technique. The other
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characteristic of technology is that it is only partially excludable. Its very
nature makes it hard to prevent someone else from using them. Computer
software is an example: anyone with a disk drive can copy software to give it to
someone else. Software companies take advantage of this aspect of ideas in
manufacturing software (it lowers the cost of manufacturing) but can also find
it to be a problem because of software pirating. Similar considerations apply to
the operating manual of a big store or the accounting practices and inventory
methods of a large company. These are in principle known only to the
company’s employees but can be copied by observers of business behavior.

The nature of technology as non-rival good has a number of consequences.
First, while goods that are rival must be produced each time they are sold,
goods that are non-rival need be produced only once. That is, non-rival goods
such as ideas involve a fixed cost of production and zero marginal cost. As
Romer (1990, p. S72) puts it: “Once the cost of creating a new set of instruc-
tions has been incurred, the instructions can be used over and over again at no
additional cost. For example, it costs a great deal to produce the first unit of the
latest word processor or spreadsheet, but simply copying the software from the
first unit produces subsequent units”. Notice that the only reason for a non
zero marginal cost is that the non-rival good, the idea, is embodied in a rival
good, the CD. More precisely, as Romer (1990) puts it, a design is such that the
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Figure 2.2 Economic attributes of various goods
Source: Based on Romer (1993)
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cost of replicating it with a drafter, a photocopier, or a disk drive is trivial
compared to the cost of creating the design in the first place. This means that
the economics of ideas is intimately tied to the presence of increasing returns
to scale and imperfect competition. The link to increasing returns to scale is
due to the fact that ideas are associated with fixed costs. The link to imperfect
competition is that price cannot equal then marginal cost because selling at
marginal cost would imply a loss since, due to the high fixed cost, average cost
is higher than marginal cost. A second consequence of the non-rival nature of
technology is that technology transfers across countries differ substantially
from transfers of capital. Taking capital from a rich country andmoving it to a
poor country would make the poor country better off but the rich country
worse off. By contrast, if a country is poor because it lacks technologies, then
technologies can be transferred from elsewhere without making the country
from which they were taken any worse off.

The relatively low degree of excludability of technology also has conse-
quences. Goods that are excludable allow their producers to capture the
benefits they produce. Goods that are not excludable involve substantial
spillovers of benefits that are not captured by producers, i.e. they involve
externalities. In other words, because of lack of excludability often the person
who has created a new technology will not reap most of the benefits from its
creation. This fact diminishes the incentives for creating technology and is the
main justification for protecting intellectual property rights through a patent
system.

Before turning to endogenous growth models it is worth noting that the
Solow model is consistent with the fact that technological change drives
growth, and also with the fact that technology is a non-rival good, but it
is inconsistent with the fact that technology is partially excludable and
that private, maximizing behavior plays a role in generating technological
change. It treats technology as non-rival and non-excludable, that is, as a
public and publicly provided good. Technology in neoclassical theory is like
calculus, a public good resulting from scientific progress, rather than a piece of
computer software, a technological innovation that is non-rival and partially
excludable.

4. Increasing Returns and Endogenous Growth

From the perspective of recent developments in endogenous growth theory,
the basic properties of the Solow model are unsatisfactory. First, in this view,
the convergence properties of the neoclassical model have a number of coun-
terfactual implications: 1) capital-scarce countries do not grow faster than
capital-abundant countries; 2) international differences in rates of return on
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capital are much less than one would expect given the disparities across
countries in capital-labor endowments; and 3) capital does not flow inter-
nationally towards the poorest countries (see, for example, Lucas, 1988;
Romer, 1991). Second, endogenous growth theory objects to the fact that
steady state growth in the neoclassical model is the result of exogenous
forces—labor force growth and technical progress—which are left unex-
plained by the theory. Moreover, it objects to the associated steady state
properties that have the implication that two different economies investing
different shares of their total income will grow at the same rate in the long-
run, provided that they have access to the same technology.

The objections to the neoclassical growth model in the recent literature
have generated the perception that the shortcomings of traditional theory
have a common source: a specification of the technology that gives a too
prominent role to diminishing returns to capital. If technology could be re-
specified in such a way as to counteract the influence of diminishing returns,
this could in principle overcome the perceived weaknesses of the neoclassical
framework. It could generate endogenous growth in the steady state without
having to rely on the assumptions of exogenous technical progress and popu-
lation growth, thus enhancing the explanatory power of the theory. At the
same time, such endogenous growth would weaken the strong convergence
properties of the traditional model, making theory more consistent with the
observed historical experience. How should technology be re-specified tomeet
those two objectives? In this chapter, I focus on the brand of endogenous
growth theory that re-specifies the technology assumed by the basic neoclas-
sical growthmodel without attempting tomodel technological progress as the
endogenous outcome of economic incentives to create or adopt new tech-
nologies, a task undertaken by the product variety and Schumpeterian brands
of new growth theory reviewed in Chapter 5.

Increasing returns to capital

In the recent literature on endogenous growth, the first approach taken, that
initially appeared as most promising, was to abandon the assumption of
constant returns to scale. Increasing returns to scale strengthen the positive
effects of capital accumulation on labor productivity, as the effect of a higher
capital-labor ratio on output per worker is now enhanced by the positive effect
of a larger capital stock and scale of production. This opens up the possibility
that the positive productivity effects of capital accumulation offset the nega-
tive effects of higher real wages on the profit rate. If, as a result, returns to
capital do not diminish, capital accumulation can persist indefinitely even
without exogenous technical progress or labor supply growth.
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Paul Romer in the 1986 article that sparked the recent literature on
endogenous growth adopted the assumption of increasing returns to capital.7

For Romer, the private rate of return on knowledge-intensive investments in
research and development can be well below their social rate of return,
because the returns on private investments in new technologies are only
partially appropriable given the nature of technology as a partially excludable
good. As firms develop new technologies, they may make discoveries that
many other firms can use at the same time, i.e., the information generated is
non rival unlike ordinary inputs which are rival (their use by one firm prevents
others from using them simultaneously, see Romer, 1990a, 1994). As a result,
these investments need not be subject to diminishing social returns. While
returns to capital may be diminishing for the individual firm, they may be
increasing for the economy as a whole when account is taken of the spillovers
from these investments in research and development. These spillovers gener-
ate externalities which in turn lead to suboptimal levels of investment and
growth. They are due to inappropriability and are here the source of aggregate
increasing returns to capital. Capital accumulation then feeds itself, and gen-
erates a self-sustained expansion at an increasing growth rate over time.

We can use our real wage diagram to more formally present the basic result
of the Romer model (see Figure 2.3). Consider a production function with

ln w
w∗

w

ln kkC

Figure 2.3 A Romer-type model

7 In Romer’s and other endogenous growth models, the non-neoclassical assumptions on
technology are combined with that of intertemporal optimization on the part of households. In
the presentation of these models, I will continue to assume a fixed saving rate, as Solow and Swan
did, in order to facilitate comparison with the neoclassical model in this chapter. I will turn to
intertemporal optimization in Chapter 3.
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technological externalities in which the multiplicative constant (A) is a posi-
tive function of the aggregate capital stock per worker:

Y ¼ AKaL1�a A ¼ ðK�=LÞ� (9)

where Y is production at the firm level, K and L the inputs of capital and labor,
and (K�/L) is the average stock of capital per worker in the economy. Capital
here has to be given a broad interpretation which includes the stock of
knowledge generated by past investment in research and development. If
the external effects generated by the average stock of capital per worker are
strong enough, so that a + � � 1, the aggregate production function will
exhibit non-diminishing returns to capital.
It is easily shown that the equations of the w and w* curves now are:

w ¼ ð1� aÞkaþ � (10)

w* ¼ ð1� aÞ½s=ðnþ �Þ�a=ð1�aÞ k�=ð1�aÞ (11)

where s is the savings rate, n is the rate of growth of the labor force, and k is the
overall capital-labor ratio (K/L).

Compared to the Solow model, the presence of technological externalities
modifies the shape of the two curves in the diagram. In particular, the w* line
is no longer horizontal but positively sloped. This is due to the (external)
productivity effects of increases in the capital stock. Since the profit rate
depends on the real wage and productivity, which in turn depends on the
capital stock, the same rate of profit and, thus, the same rate of capital
accumulation can now be generated at low levels of wages and capital stock
and at higher levels of wages and capital stock. That is, with technological
externalities there is no longer a unique real wage but rather a locus of real
wage and capital per worker combinations that generate the same rate of
return on capital: as capital per worker increases, the negative effect of the
real wage on the rate of return is offset along the locus by the (now larger)
positive effects of the capital-labor ratio on productivity. Moreover, if external
effects are large enough to generate increasing returns to capital in the econ-
omy as a whole, it is readily verified from (10) and (11) that the w* line will be
steeper than the w line, making the equilibrium at the intersection of the two
curves unstable.8 An economywith a capital-labor endowment greater than kc
in the figure will generate a growth path of self-sustained expansion with real
wages increasing along the w line and rates of return and capital accumulation
(a function of the gap between the two schedules) increasing as well. For this
to happen, returns to capital, and not only to scale, must indeed increase.

8 With a + � > 1, the slope of the w* line (given by �/(1�a)) is greater than the slope of the w line
(given by a + �).
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Otherwise, the w* line will be flatter than the w line and the properties of the
model will not be radically different from those of the neoclassical model.9

The AK model

A particular case is the AKmodel in which the production function is linear in
the aggregate capital stock.10 In this case, a + � = 1 in eq. (9), and thus
technology displays constant returns to capital. As is readily verified, with
a + � = 1, the w and w* lines have the same slope (see Figure 2.4). Provided that
the savings rate is higher than (n + �), the w* line is above the w line and
perpetual growth takes place at a constant rate of capital accumulation equal
to (s � �) (given the production function assumed in (9)).11,12

The distinction between transitional and steady state dynamics vanishes.
The traditional steady state condition, I/K = n + �, is never fulfilled since the
condition for w* to be greater than w is s > n + �, which implies that the rate of
capital accumulation forever will remain larger than the rate of labor force
growth. Depending on how one wishes to define the steady state, we can say
that the economy remains perpetually in transition or, because it grows at a
constant rate, that there is no transition period, the path along the w line
being the steady state growth path.

ln k

ln w w∗

w

Figure 2.4 An AK model

9 The point that the neoclassical model can accommodate increasing returns to scale, provided
that these do not generate constant or increasing returns to capital, is made by Solow (1988, 1994).

10 The AK model has become a workhorse in the growth theory literature. The initial versions
include Barro (1990) and Rebelo (1991).

11 For ln w* to be greater than ln w, we must have the term a/(1�a) ln [s/(n + d)] to be positive.
This in turn requires s > n + �.

12 The profit rate can be expressed as: r = a k�/a [(1�a)/w]1�a/a. Substituting from (10) and setting
a + � = 1, we obtain r = a. The rate of accumulation: I/K = g = s (r/a)–� is thus equal in this case to
(s–�). More generally, with a production function: Y = A K, the rate of accumulation is s A–�.
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Unlike what happens in the Solow model, a change in the investment rate
now has a permanent effect on the rate of growth of the economy. A higher
investment rate shifts the w* line upwards and permanently increases the rate
of capital accumulation of the economy. More generally, the parameters
affecting the steady state level of income in the Solow model (s, n, and �)
now affect the growth rate of per capita income.With the production function
in (9), the growth rate of output per worker is now given by: gy = s – (n + �).13

This key difference radically alters the convergence properties, compared to the
Solow model. For example, two AK economies that are identical except for
their initial capital-labor ratios will have identical growth rates and therefore
will never converge to similar levels of output per worker. Two economies with
different savings rates and population growth rates will have permanently
different growth rates, rather than permanently different income levels as in
the Solow model.

The AK model illustrates very clearly in what sense growth is endogenous.
Further comparison with old growth theory will be helpful to clarify the
distinctive features of the newer approach. In neo-Keynesian and neoclassical
growth theory, Harrod’s warranted growth rate is the savings rate, s, times the
output-capital ratio, ı. This warranted growth rate (s ı) adjusts to the exogen-
ously given natural growth rate (n + gA) through changes in either the savings
rate (caused by income redistribution as in Kaldor, 1956) or in the capital-
output ratio as a result of changes in factor prices (as in Solow, 1956). In the AK
model, in contrast, the natural rate is no longer independent of the warranted
rate: an increase in the investment rate brings about a higher rate of endogen-
ous productivity growth. Provided that returns to capital are constant, this
increases the natural rate by exactly the extent necessary to keep it constant at
a higher level of growth, equal to the new value of the warranted rate. The
endogeneity of the natural rate was anticipated by Kaldor when he introduced
the technical progress function into the neo-Keynesian model of growth and
distribution (Kaldor, 1957; Kaldor and Mirrlees, 1962). We shall return to
Keynesian growth theory in Chapters 10 to 13.

A hybrid neoclassical-endogenous growth model

The comparison between the neoclassical and the AK model can be further
clarified if we imagine an endogenous growthmodel with diminishing returns
to capital. This will be the case if the technology features a sufficiently high
elasticity of factor substitution that counteracts the role of diminishing

13 In intensive form, and assuming a + � = 1, the production function is: Y/L = K/L. The growth
rate of output per worker is thus equal to the rate of capital accumulation (s–�) minus the growth
rate of the labor force (n).

Basic Neoclassical and Endogenous Growth Models

56



returns to capital and generates sustained growth over time. In this case, the
real wage effects on the profit rate are offset, not by the productivity gains
resulting from the presence of increasing returns, but rather by a high elasti-
city of substitution that tends to reduce the demand for labor more than
proportionately. This reduces the share of wages in total output. It is then
possible that, even under constant returns to scale, a high elasticity of factor
substitution will make persistent growth possible.14

Consider a CES production function of the form:

Y ¼ A½a K� þ ð1� aÞL��1=� (12)

which features a constant elasticity of factor substitution given by � = 1/(1��).
If � lies in the (0, 1) range, the elasticity of substitution is greater than one.
Using (12), setting the marginal product of labor equal to the wage, and labor
demand equal to the exogenous labor supply, yields the equation of the w
curve:

w ¼ Að1� aÞ½akð��1Þ=� þ ð1� aÞ�1=ð��1Þ (13)

where k is the capital-labor ratio. This can also bewritten as:w= (1–a) A(��1)/� y1/�,
where y is output per worker, an increasing function of k, as can be seen in
eq. (12). The slope of the w curve depends on the extent to which gains
in output per worker accrue to wage earners and the extent to which increases
in capital per worker raise productivity.15

Consider the schedule w*. The equation of the w* curve is obtained by
substituting the steady state value of the profit rate into the wage-profit relation-
ship. Expressing the profit rate (= � Y/K, where � is the profit share in output) as a
function of k and using (13), we can derive the wage-profit relationship:16

w ¼ ½ð1� aÞ=a
�
��=ð��1Þ½ðA1��=a�Þ � r1���1=ð1��Þ (14)

Assuming, for simplicity, that investment is financed exclusively out of
profits, the rate of capital accumulation in the steady state must be such

14 On the subject, see Solow (1956, pp.70–1) as well as the contributions of Jones and Manuelli
(1990) and King and Rebelo (1990).

15 Differentiating with respect to k, we obtain the slope of the w curve:

dw=dk ¼ ½ð1� aÞ=�Þðakð��1Þ=� þ ð1� aÞ��1a A½aþ ð1� aÞkð1��Þ=��1=ð��1Þ

It will be useful to look at this expression as the product of two terms: 1) dw/dy = [(1�a)/�]
[ak(��1)/� + (1�a)](1��)/� = [(1�a)/� ] (A/y)(��1)/�, which reflects the extent to which gains in output
per worker accrue to wage earners; 2) dy/dk = a A [a + (1 � a) k(1��)/�]1/��1), which reflects the
extent to which increases in capital per worker raise productivity.

16 As can be readily verified, this wage-profit relationship becomes linear in the case of a fixed
coefficients technology: with k(1–�)/� = 0, we obtain: w = A � r. With a unit elasticity of
substitution (� = 1) the curve is log linear with a slope such that dln w/dln r = � a/(1–a), just as
in the Cobb-Douglas case. More generally, the slope of the wage profit curve can be expressed as:
dw/dr = � [a/(1–a))] � (w/r) �
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that: s� r = n + �, where s� is the propensity to save out of profits. With a
constant rate of savings out of profits, there is a unique value of the required
profit rate, r* = (n + �)/s�, which is independent of the capital-labor ratio.
Substituting this value into (14) yields the equation of the w* curve. This is a
horizontal line in (w, k) space, since r* and thus w* are independent of k (see
Figure 2.5).17

Consider the case of a high elasticity of substitution (� > 1). As is readily
verified, the slope of the w curve now falls as k increases. Moreover, the term
dw/dy tends to zero when k goes to infinity so that the w curve approaches the
same slope as the w* line. As illustrated in Figure 2.5, if w* is greater than
w when k tends to infinity, the two curves will not intersect and growth
will proceed at a diminishing rate, converging to a constant rate as k tends
to infinity. The rate of accumulation does not converge to Harrod’s natural
rate, as in the Solow model, because with a more than unit elasticity of
substitution, the profit share increases as k rises, and tends to unity when
k tends to infinity. Then, just as in the AK model, returns to capital
become constant since, with dw/dy = 0, the negative effect of a higher equi-
librium wage on the profit rate no longer counteracts the effect of the larger
capital stock on labor productivity.18 The profit rate remains constant and

k

w

w∗
w

Figure 2.5 A hybrid neoclassical-endogenous growth model

17 This shape of the w* curve depends on the assumption about the savings rate. Otherwise, the
steady state condition would imply: (s/�) r = n + �, where s is the overall savings rate. Since the profit
share (�) varies with the capital-labor ratio, whenever the elasticity of factor substitution is different
from unity, the required value of r will also vary with k and w* will thus not be independent of the
capital-labor ratio. Although this formulation would appear to be more general, the assumption
that the overall savings rate (s) remains constant in the face of changes in factor shares is, in fact,
rather implausible.

18 As can be seen by manipulating (12), as k goes to infinity, F approaches a function that is
linear in K: Y = A a1/� K. The marginal product of capital falls as k increases but, unlike the Solow
model, does not converge to zero. The key difference is that the high elasticity of substitution
makes neither capital nor labor essential for production, in the sense that F (K, L) = 0 when L = 0 or
K = 0.
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equal to a�/(��1) A.19 Provided that s� a
�/(��1) A > n + �, the rate of accumulation

approaches a constant value, s� a
�/(��1) A� �, which is greater than the natural

rate (n).
This model thus blends features of the AKmodel and the Solowmodel. Two

economies with identical technology and savings rates that differ in their
initial capital-labor ratios will not converge to identical levels of output per
worker. They tend to converge to the same rate of growth and, for this reason,
the initial income gap will not fully disappear. In this aspect, as in the AK
model, the strength of convergence is weakened compared to the Solow
model. At the same time, the transitional dynamics remain similar to the
neoclassical model since the economy with the lower capital-labor ratio
grows at a faster rate.

Empirical assessment

It is striking that most of the recent empirical research has focused on testing
the neoclassical growth model, with revisions and extensions, rather than on
testing the empirical implications of endogenous growth models. This is the
case even though, paradoxically, it is the theoretical research on endogenous
growth that in part spurred the research that focuses on testing the neoclas-
sical growth model.20 Part of the explanation, suggested by Mankiw (1995),
may be that by emphasizing unmeasurable variables such as knowledge these
models have appealed to the more theoretically inclined economists with the
result that few attempts have been made to evaluate them. Another reason
arises from the intrinsic difficulties in evaluating models based on large tech-
nological externalities in an open economy setting. Indeed, a crucial question,
as we shall see below, is whether these large external effects of the capital stock
are internal to national economies or not.21

As we have seen, growth models that rely on externalities of capital stock to
generate continuous growth, are led to assume that the external effects of
capital accumulation are so large that they generate non-diminishing returns
to capital in the aggregate production function. Taking a very long-term
perspective, Romer (1986, 1991) finds this assumption attractive because it is
consistent with the rising productivity growth rates of the technological
leaders over the centuries. Indeed, according to Maddison (1982, quoted by

19 The profit rate can be written as: r = � Y/K = � A [a + (1�a) k(1��)/�]�/(��1). When k goes to
infinity, � tends to 1 and r approaches a�/(��1) A.

20 I say “in part”, because empirical research by Baumol (1986), followed by criticisms by
Abramovitz (1986) and De Long (1988), was at the origin of the recent work on convergence and
also motivated the initial theoretical research on endogenous growth.

21 In what follows, we restrict our discussion to models with non diminishing returns to capital.
As already noted, the transitional dynamics of models relying on a high elasticity of factor
substitution are similar to those of the Solow model.
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Romer, 1986), the annual growth rate of labor productivity went from zero in
the Netherlands for 1700–1785, to 0.5 percent in the United Kingdom for
1785–1820, to 1.4 percent in the UK for 1820–1890, and to 2.3 percent in the
United States 1890–1979. It is worth noting that while Romer’s observation is
interesting and accurate, it is not fully consistent with amodel with increasing
returns to capital. Why, in such a model, should the technological leadership
switch from the Netherlands to the United Kingdom in the 18th century and
then from the United Kingdom to the United States in the 20th century?

If we apply this analytical framework to explain cross-country differences in
growth rates, we immediately face more severe difficulties. If externalities do
not cross borders, then—just as diminishing returns to capital in the neoclas-
sical model tend to generate too much convergence—the assumption of
increasing returns to capital tends to generate too much divergence. For not
only should the gaps in income per capita widen over time, the differences in
growth rates themselves should also become larger. Nobody, to my know-
ledge, has suggested that this is what we observe. The two pieces of evidence—
time series for the productivity leaders and cross-sections of countries—can be
reconciled if external effects do cross borders so that the state of technology in,
say, Mexico depends on the economy-wide capital-labor ratio in the United
States. However, the transitional dynamics of such a model would not be
much different from the Solow model. Technical progress, while endogenous
in the United States, would still be exogenous in Mexico—a result of shifts in
the technology variable in the production function and independent of its
own investment rate.22

The excessive degree of divergence, inmodels with local externalities, seems
to have its roots in a difficulty repeatedly pointed out by Solow (1988, 1994).
A model with a technology exhibiting increasing returns to capital has a
mind-boggling implication: it generates infinite output in finite time. In the
example provided by Solow (1994), if we assume an investment rate of 10
percent of GDP and a very small dose of increasing returns to capital, this
would happen in 200 hundred years, starting from the current per capita
incomes of France or Germany. Even though this observation is not a decisive
objection, it seems to set the burden of proof on those who believe in the
existence of such dramatically increasing returns.

This particular difficulty is avoided in endogenous growth models that
restrict the coefficient on capital in the aggregate production function to
unity (the AK model) and thus generate persistent growth at a constant rather

22 This observation does not apply (potentially) to the neo-Schumpeterian brand of endogenous
growth theory where the extent to which a developing country may internalize the external effects
of technological innovations in the productivity leaders may depend on investment rates.
However, the focus on explaining technological advances makes these Schumpeterian models,
discussed in Chapter 5, mostly relevant, so far, to highly advanced industrial countries.
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than an increasing rate. The properties of these models—persistent growth
that depends on the investment rate—may help understand the increasing
gaps between low and high-income countries. At the same time, replacing the
Solow model with a model without transitional dynamics makes it harder to
explain the trend towards convergence that has taken place among today’s
high and middle-income countries. Just as predicted by the Solow model, this
process has featured catching up processes with a significant amount of capital
deepening (see the evidence presented in Chapter 1 and, on the period 1950–
1987, Maddison, 1991). Moreover, the distinctive properties of these models
depend critically on returns to capital being exactly constant. This further
restricts the assumptions on technology without empirical support. The evi-
dence to be reviewed in Chapter 7 on increasing returns to scale and Ver-
doorn’s law, and research on the external effects of capital accumulation,
suggest the presence of increasing returns to scale and diminishing returns
to capital, especially in the case of the aggregate production function.23

Appendix

1. The Standard Presentation of the Solow Model

Technology displays constant returns to scale and diminishing returns to variable
proportions. We assume a Cobb-Douglas production function: Y = Ka (AL)1�a with
a < 1, where Y is output; K, the capital stock; L, labor input in natural units; and AL,
labor input in effective units. Dividing total output by effective labor (AL), output per
effective worker is:

yA ¼ ðkAÞa yA ¼ Y=ðALÞ kA ¼ k=ðALÞ (A.1)

Figure 2.A.1 shows the graph of eq. (A.1) as a curve that starts at the origin and has a
positive and diminishing slope as k increases. In the short run, with given factor
endowments (K and L) and a given state of technology (A), the ratio kA is thus given.
The value of yA along the curve shows then the full employment level of output per
worker corresponding to each given value of the kA ratio.

Over time, technology and factor endowments change. Technical progress proceeds
at an exogenous rate (gA) and the labor force grows at an exogenous rate (n). The
savings rate (s) is fixed and, thus, a constant fraction of total income is devoted to the
replacement and expansion of the capital stock period after period. The capital-effective
labor ratio (kA) will thus be changing at a rate equal to the difference between gross
investment per effective worker (syA) and the effective depreciation for the capital-labor
ratio determined by the depreciation rate � and the growth rate of the effective labor
supply (n + gA):

23 For evidence on East Asia strongly suggesting diminishing returns to capital, see Young (1992,
1995).
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dkA=dt ¼ syA � ðnþ gA þ �ÞkA (A.2)

The first term in the RHS of (A.2) is gross investment per effective worker. This term,
proportional to output per effective worker, is a function of kA, and is shown in Figure 2.
A.1 as the syA curve that has, like the yA curve, a positive and diminishing slope. The
term (n + gA + �) is the sum of the growth rate of the effective labor supply and the
depreciation rate. When multiplied by a given value of kA, it shows the amount of
investment required to keep kA constant at that given value. In Figure 2.A.1, this is a
line from the origin with positive and constant slope, given our assumptions of positive
and constant values for n, gA, and �.

If initially dkA/dt is positive, will the capital-labor ratio (kA) keep growing for ever, or
will it converge to a constant value? Substituting from (A.1) into (A.2) and dividing
both sides of the equation by kA, the proportionate rate of growth of kA is given by:

K̂
A ¼ s=ðkAÞ1�a � ðnþ gA þ �Þ where K̂

A ¼ ðdkA=dtÞð1=kAÞ
which shows that the growth rate of kA is a decreasing function of its level, provided
that a < 1 (diminishing returns to capital). In the Cobb-Douglas specification adopted,
the growth rate then converges to zero for the value of kA given by:

k*A ¼ ½s=ðnþ gA þ �Þ�1=ð1�aÞ (A.3)

This is the steady state level of the capital-effective labor ratio. The steady state value of
output per effective worker is obtained by substituting from (A.3) into (A.1):

y*A ¼ ½s=ðnþ gA þ �Þ�a=ð1�aÞ (A.4)

Figure 2.A.1 illustrates the determination of kA* at the intersection of the gross invest-
ment curve and the line of effective depreciation. Indeed, kA* is the solution to (A.2) for
dkA/dt = 0 and, therefore, to the equation s yA = (n + gA + �) kA. The steady state value of
output per effective worker is the value on the yA curve corresponding to kA*. The figure
also illustrates the stability of this steady state. For values of kA below kA*, the gross
investment curve is above the depreciation line and, thus, actual investment is larger
than the amount required to keep kA constant at that given value. The capital-labor

kA∗

yA

syA

k

yA

(n + gA + δ) kA

yA∗

Figure 2.A.1 The Solow model
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ratio increases towards kA*. Analogous reasoning applies to the case of values where kA

is higher than the steady state level.

2. Derivation of the Rate of Convergence (Eq. 10')

Eq. (7) implies: ŷA = s (r � r*) = s (r/r* � 1) r*. From (4) and (5), r* is given by:

r* ¼ ða=sÞðnþ gA þ �Þ (A.5)

Substituting from (A.5) into (7), we get:

ŷA ¼ aðr=r*� 1Þðnþ gA þ �Þ (A.6)

Taking logs in (4), and using this equation to solve for ln w*A—ln wA, we have:

ln w*A � ln wA ¼ ½a=ð1� aÞ�ðln r� ln r*Þ (A.7)

Using now the approximation r/r*� 1 = ln (r/r*), and substituting from (A.7) into (A.6),
we get:

ŷA ¼ ð1� aÞðnþ gA þ dÞðln w*A � ln wAÞ (A.8)

3. Predicted Growth Rates in the Solow Model

The form of eq. (8) used is (see Mankiw, Romer and Weil, 1992):

gy ¼ ðlnyAt� lnyA0Þ=t ¼ gA þ ð1� e�OtÞðln y*A � ln yA0Þ=t

where 0 refers to the initial year and t to the final year. The main difficulty involved
in using eq. (8) to estimate the growth rates predicted by the Solow model is that we
do not have estimates of the initial gap relative to the steady state (y*A/yA0). However,
we can decompose this term, for each group of countries, as follows: yi*

A/yi
A0 = (yi*

A/
y*1

A) (y1*
A/y1

A
0) (y1

A0/yi
A0). The first term in the RHS is the gap in steady state incomes

between each country group and group 1. This is the gap estimated in Table 2.2 (since
according to the assumption of identical technologies the ratios of output per effective
worker are the same as the ratios of output per worker). The third term is the initial 1970
gap in actual incomes that can be obtained from Table 2.1. The second term is the gap,
within group 1, between the initial level of income and the steady state level of income
in 2008. We can have an estimate of this term, conditional upon the assumption that
the model correctly predicts the growth rate of group 1,24 by using eq. (8) to solve for
the value of (y1*

A/y1
A0) implied by the model.

24 This assumption does not seem controversial given that the consistency of the Solow model
with the post-war growth trends in OECD economies is generally accepted.

Appendix

63



3

Endogenous Savings and International
Capital Mobility in the Neoclassical Model

In the Solow-Swan model the investment/savings rate is exogenous and
remains constant throughout the lengthy transition to the steady state. It
can be argued that consumers and wealth holders are behaving according to
a rule which is not necessarily consistent with utility maximization. Would
the relaxation of the assumption of a fixed savings rate improve the fit of the
Solow-Swan model?

This chapter extends the neoclassical model of Chapter 2 by removing the
assumption of a fixed and exogenous savings rate. The investment rate can
vary for two reasons when the economy is off the steady state. In the absence
of international capital mobility, the investment rate can change along with
the domestic savings rate as a result of an increasing level of income and a
diminishing marginal product of capital (and thus a falling real interest rate).
With international capital mobility, the investment share will also respond
to differences in international rates of return, and will thus be partially or
completely de-linked from the domestic savings rate. While this tends to
accentuate the tendency to convergence in a model with diminishing returns
to capital, the presence of international capital mobility can also make invest-
ment more responsive to international differences in political risk with novel
implications for the determinants of the steady state.

We look in this chapter at the implications of these different possible
ways of extending the neoclassical growth model. We begin by considering
a Ramsey model in which households determine how much to save by inter-
temporally optimizing discounted utility and look at how the steady state
properties and transitional dynamics of the neoclassical model are modified as
a result. Then, we turn to a model with a subsistence level of consumption
in the utility function and examine how multiple steady states arise from this
assumption and how the transitional dynamics are modified. We then turn
to look at the implications of international capital mobility and conclude
with a first approximation to the empirical debates on convergence.



1. The Ramsey Model: Savings and Growth Under
Intertemporal Optimization

Consider an economy that produces a good that can be invested or consumed
according to a technology featuring constant returns to scale and diminishing
marginal returns to labor and capital. In intensive form, the production
function is: y = f (k) with f ’(k) > 0 and f ’’ (k) < 0, where y (= Y/L) and k (= K/L)
are respectively output and capital per worker.

In the Ramsey model, households with an infinite time horizon and perfect
foresight decide howmuch to consume and save on the basis of intertemporal
optimization. Preferences are described by a utility function which depends
on present and future levels of consumption and we assume that it features a
constant intertemporal elasticity of substitution in consumption. The instant-
aneous utility function [u (.)] has the form: u (Ct) = Ct

1–Ł/(1–Ł), where 1/Ł is the
intertemporal elasticity of substitution in consumption (showing, as we shall
see later, the response of consumption and savings to the interest rate).
Population (equal to the labor force) grows at a rate n and I assume away, for
simplicity, technical progress.

With perfect foresight, the representative agent maximizes discounted util-
ity subject to the technology constraint, an arbitrarily given initial capital
stock, and a dynamic equation for the capital stock which states, as in the
Solow model, that in each period the end value of capital stock is equal to its
initial value plus the flow of savings and investment net of the depreciation
of the capital stock. Consider the maximization problem of the representative
consumer and let’s derive intuitively the Euler equation governing the behav-
ior of consumption. Suppose that the consumer reduces consumption per
worker (c) at time t in a small (formally infinitesimal) amount ˜c, and invests
this amount for a short (infinitesimally) period of time ˜t and consumes
the proceeds of the investment at time t + ˜t. In doing so, consumption
and capital holdings remain the same at all other times. If the consumer is
optimizing, the marginal impact of this change should be zero (otherwise
the consumer was not maximizing). The utility cost of this change is the
marginal utility of ct (du/dc) multiplied by ˜c. With discrete time and
no technical progress, the unit reduction in consumption has then a cost:
[1/(1 + æ)t] ct

–Ł, where æ is the discount rate. The marginal utility of consump-
tion one period later is: [1/(1 + æ)t + 1] ct + 1

–Ł.
The marginal benefit is: (1 + r) [1/(1 + æ)t + 1] ct + 1

–Ł, where r is the interest
rate (equal to the marginal product of capital). Optimization requires:
[1/(1 + æ)t] ct

–Ł = (1 + r) [1/(1 + æ)t + 1] ct + 1
–Ł. This implies: ct + 1/ct = [(1 + r) /

(1 + æ)]1/Ł. Taking natural logarithms on both sides of the equation, in continu-
ous time this condition yields the Euler equation:
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ðdct=dtÞð1=ctÞ ¼ ðr� rÞ=y where r ¼ f0ðkÞ ðassuming no depreciatonÞ ð1Þ
This equation states that the rate of growth of consumption depends on the
difference between the interest rate and the discount rate, the response being
stronger the higher the intertemporal elasticity of substitution in consump-
tion. What is the intuition behind the Euler equation? Given discount rate, a
higher interest rate induces households to sacrifice consumption today in
order to consume more in the future. The rate of growth of consumption
will thus be higher the higher is the interest rate. Eq. (1) gives us the dynamics
of consumption as a function of capital per worker (since the interest rate is a
function of capital per worker, r = f ’ (k)).

The dynamics of capital per worker is given as in the Solow model by the
difference between gross investment and the investment necessary to keep
the capital-labor ratio constant:

dkt=dt ¼ fðktÞ � ct � n kt ð2Þ
where, to simplify, I assume zero depreciation. Note that the only difference
with the Solow model is that we do not have a fixed savings rate. Savings, and
consumption, are now the result of an intertemporal choice between con-
sumption at different dates together with the dynamics of the capital stock.

Eqs (1) and (2) are a system of two differential equations. The corresponding
phase diagram is shown in Figure 3.1. The locus dc/dt = 0 is a locus along
which the condition f ’(k) = æ is fulfilled, i.e. the marginal product of capital is
equal to the discount rate. Since c doesn’t enter into this condition, the locus
dc/dt = 0 is a vertical line at that unique value of the capital stock (k*) which
fulfills the condition dc/dt = 0.

The locus dk/dt = 0 is a locus along which c = f (k) – nk. The slope of this
locus, dc/dk = f ’ (k) – n, is positive for low values of k such that f ’ (k) > n, is

dc/dt = 0

dk/dt = 0

c

co

ko k∗ k

Figure 3.1 Phase diagram of the Ramsey model
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equal to 0 for f ’ (k) = n (the value of k corresponding to the golden rule),1 and
negative for high values of k such that f ’ (k) < n. The value of c consistent with
dk/dt = 0 is thus increasing up to f ’ (k) = n and decreasing afterwards.

Consider now what happens when the economy is off the loci. To the left
of the dc/dt = 0 locus, the marginal product of capital, and thus the interest
rate, is higher than the discount rate. Consumption per worker is thus increas-
ing. A similar reasoning shows that to the right of the locus consumption
must be decreasing. Above the locus dk/dt = 0, consumption is higher
and thus investment is less than necessary to keep k constant. Capital per
worker is thus decreasing above the locus and increasing below the locus
dk/dt = 0.

As can be seen in the phase diagram, there is a saddle path on which the
economy converges to a steady state in which consumption per worker and
capital per worker are constant. This steady state path, in which output per
worker is also constant, corresponds to the intersection of the two loci. In this
steady state, the savings rate is constant as in the Solow model (since both y
and c are constant). The steady state is thus a saddle point that can only be
reached when the economy moves along the saddle path which determines
the value of consumption (co) corresponding to an initial value (ko) of the
capital stock per worker. In other words, given an initial value ko of the capital
per worker, intertemporal optimization with perfect foresight implies that
consumers will decide to consume the amount co corresponding to the initial
value of k on the saddle path. From then on, c and k move along the saddle
path towards the long-run equilibrium.

What conditions, besides perfect foresight, are necessary to discard other
paths than the saddle path? Note first that any of these paths satisfies
the dynamic equations of consumption and the capital stock. However,
paths above the saddle path and k < k* are characterized by eventually having
a capital stock that continuously decreases and violates the restriction
that the capital stock cannot be negative. Paths that are below the saddle
path are characterized by having a present value of capital holdings that
continually increases and by a level of consumption that eventually dimin-
ishes. As a result the present value of lifetime income is higher (infinitely
higher) than the present value of lifetime consumption. This implies that
the households’ intertemporal budget constraint, or more precisely the restric-
tion that households satisfy the budget constraint with equality, is being
violated.

1 The golden rule level is the value of k at which consumption per capita is at its maximum. In
the Ramsey model the equilibrium value of k is less than the golden rule due to the fact that
households value present consumption more than future consumption.
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The steady state: a comparison with the Solow model

The steady state of the Ramsey model has a number of features that are
identical to those of the steady state in the Solow model. First, capital per
worker, output per worker, and consumption per worker are all constant and,
in the case with technical progress, all grow at the rate of technical progress
(gA) while total capital, output and consumption grow at Harrod’s natural rate
(n + gA). Second, the savings rate, s = (y – c)/y, where c and y refer to the per
worker levels of consumption and output, is constant as in the Solow model
(but not exogenous). Note also that the role of the savings rate is replaced
here by the discount rate. A lower discount rate (æ) implies a shift to the
right of the vertical dc/dt = 0 locus: the capital stock consistent with
the equality f ’ (k) = æ increases to the extent that f ’ (k) is a decreasing function
of k. In the new steady state the growth rates of y, k and c do not change (as in
Solow) but the economy achieves a higher capital stock and output per worker
as well as a higher level of consumption per worker.

Before turning to the transitional dynamics of the model, note that the
model’s explanatory power of long-run growth and the differences across
countries in income levels is no greater than that of the Solow model and,
therefore, the model is vulnerable to the same criticisms from endogenous
growth theory. First, even though savings is now endogenous, technical
progress is the only source of long-term growth in output per worker. With
diminishing returns to capital in the production function as in Solow, the
model has a hard time in accounting for international differences in output
per worker on the basis of differences in capital per worker. For example,
consider 2 countries with a 10 to 1 gap in output per worker. To explain this
difference with a Cobb-Douglas production function with a capital-output
elasticity of 1/3 one would have to observe differences in the order of 1000 to 1
in capital per worker.2 We do not observe such differences in capital per
worker. The implications for the differences in rates of return to capital also
face the same shortcomings. A gap of 10 to 1 in output per worker between
two countries should be accompanied by rates of return on capital that are
100 times higher in the lower income country.3 Again, we simply do not
observe this.

Savings and growth in the transition to the steady state

What difference does it make then to assume intertemporal optimization? The
difference is in the behavior of the savings rate off the steady state, which

2 Indeed, if y1/y2 = (k1/k2)
1/3 then k1/k2 = (y1/y2)

3

3 With a Cobb-Douglas production function, we have f ’(k) = aka�1 = a y (a�1)/a. With a = 1/3
and y1/y2 = 10, we get f ’(k1)/f ’(k2) = (y1/y2)

� 2 = (y2/y1)
2 = (1/10)2 = 1/100.

Endogenous Savings and International Capital Mobility in the Neoclassical Model

68



implies a different transitional dynamics. This is so because saving and con-
sumption are now the result of intertemporal choices between consumption
levels at different dates, together with the dynamics of the capital stock, so
that in the Ramsey model the savings rate need not be constant when the
economy is off the steady state.4

Optimization implies that the savings rate is subject to two forces. The first
is a tendency to smooth out the time pattern of consumption. As can be seen
from the Euler equation if the interest rate and the discount rate were equal to
each other, households would consume the same amount period after period,
independently of current income level. This is, incidentally, the conclusion of
the life cycle theory of savings or of the permanent income hypothesis explan-
ation of the behavior of consumption over time, both of which emphasize the
adaptation of current consumption to long-run income levels. This tendency
to smooth out consumption implies that in the transition from low to high
income levels, the savings rate will tend to increase.

There is, however, a second force which refers to the tendency to substitute
present for future consumption in response to the interest rate (or, more
precisely to the difference between the interest rate and the discount rate).
A higher interest rate (in relation to the discount rate) induces households to
sacrifice current consumption so as to consumemore in the future. Howmuch
they do so depends, as can be seen in the Euler equation, on the value of the
elasticity of intertemporal substitution in consumption. Indeed, the willing-
ness of households to substitute present and future consumption is crucial to
the response of the savings rate to the interest rate: the higher is the elasticity
of substitution (1/Ł) the more are households willing to reduce current con-
sumption (and therefore to increase ˜c/c) in response to the interest rate.

King and Rebelo (1993) addressed the issue of how the savings rate behaves
during the transition to the steady state by experimenting with alternative
specifications of the households’ utility function. In one set of experiments,
King and Rebelo use a utility function with a constant elasticity of intertem-
poral substitution. This case leaves the basic convergence properties of the
Solow model unchanged, although the pace of convergence turns to depend
on the exact value of elasticity of substitution.

In the case of a relatively high elasticity (equal to one), the simulations show
rapid convergence with falling savings rates and output growth rates during

4 Another important difference is that while in the Solow model there is nothing to prevent the
capital stock from being higher than the level corresponding to the golden rule, this cannot
happen in the Ramsey model. The reason is intertemporal optimization: a steady state with a
capital stock higher than the golden rule level implies that reducing the capital stock households
can achieve a higher level of consumption each period. In such a path, households can reduce their
savings and increase consumption and utility. Thus while over-accumulation (or dynamic
inefficiency) is possible in the Solow model, it is not possible in the Ramsey model.
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the transition. The fact that the real interest rate is initially very high and falls
during the transition, together with the assumption of a relatively high elasti-
city of intertemporal substitution, accounts for the behavior of the savings
rate over time. The strong response of savings to the interest rate and the high
marginal product of capital (and thus the high interest rate) at low levels of the
capital-labor ratio explain why the savings rate is high at low-income levels
and falls as we approach the higher incomes associated with the steady state.
The tendency to substitute consumption at different dates dominates the
tendency to smooth out the time profile of consumption. Because savings
are high initially, the rate of convergence is very high (with a half-life of only
five years).5 The relevant conclusion for our purposes here is that with a
relatively high elasticity of substitution, the endogeneity of the savings rate
actually exacerbates the counterfactual implications of the neoclassicalmodel.
It implies an even faster rate of convergence than that of the neoclassical
growth model with a fixed savings rate. In addition, to the extent that poor
countries can be assumed to be further away from the steady state, it has the
implication that savings rates in poor countries should tend to be higher than
in rich countries, rather than lower as observed in the data.

Smaller elasticities of intertemporal substitution have the effect of slowing
down the pace of convergence. With an elasticity equal to 0.1 (an estimate
obtained by Hall, 1988), the savings rate increases during the transition period
and the growth of output is considerably smaller: instead of 5 years in the case
of a unit elasticity, the half-life is now 18 years. With less intertemporal
substitution in preferences, the savings rate is less elastic and the high interest
rates in the initial stages do not offset the tendency to smooth the consump-
tion profile. This is why the savings rate now increases over time. However,
because the interest rate is very high in the initial stages, due to low capital-
labor ratios, and falls throughout the process, the basic property of a dimin-
ishing output growth rate during the transition remains.

The case of a high elasticity of intertemporal substitution can be illustrated
in the real wage diagram with a downward sloping w* curve: the high savings
rate at low levels of k implies a relatively high required wage (w*) which falls as
k increases. The gap between w* and w, and thus the rate of capital accumula-
tion and growth, are even higher than in the Solow model at low levels of k.
The case of a low elasticity of intertemporal substitution can be illustrated
with an upward sloping w* curve: the savings rate and the required wage now
increase as k rises. Provided that the slope of the w* curve is less than the slope
of the w curve, the convergence properties of the Solow model are preserved.

5 Compare with the 2 percent convergence rate, claimed by Mankiw, Romer, and Weil (1992)
and other empirical studies (Barro, 1991, 1997), which implies that each country moves halfway
towards its steady state in thirty-five years.
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2. Endogenous Savings and Poverty Traps

In another experiment, King and Rebelo use a utility function of the Stone-
Geary form inwhich there is a subsistence level of per capita consumption and
the elasticity of intertemporal substitution then varies over time. The model
features, along with a Solow-type steady state, an unstable steady state at the
level of the capital stock compatible with subsistence consumption. The
savings rate shows a hump-shaped path. This is because the elasticity of
substitution rises as output increases. At low output levels, the model behaves
like the one with a low elasticity of substitution and savings rates rise with
output. In the later stages of the transition, the elasticity of substitution is
much higher, tending towards its steady state value of 1, and thus as output
increases the savings rate declines. Interestingly, even though the profit rate
falls as output increases, now the growth rate of output does not diminish
throughout the transition but has a hump-shaped path similar to that of the
savings rate.

The basic insight of this case goes back to the older development literature
on poverty traps (Nelson, 1956; Leibenstein, 1957). We can illustrate it by
modifying the Solow-Swan model of Chapter 2 with a consumption function
of the following form: c = (ł�� Œ) + ç (y�ł), where c is consumption
per worker, ł is subsistence income per worker, Œ is the capital-labor ratio
consistent with a subsistence level of income, and ç is the propensity to
consume out of non-subsistence income. This consumption function has
the property that when income per worker is at the subsistence level, savings
are just equal to the depreciation of the capital stock (since then y�c = � k).

The corresponding savings function is:

s ¼ dk=yþ ð1� çÞð1� ł=yÞ ð3Þ
which shows the savings rate as a nonlinear function of the level of income
per worker and, thus, of the capital-labor ratio. The savings rate rises with
income per worker on the condition that the marginal propensity to consume
out of non-subsistence income (ç) is less than the average propensity to
consume out of subsistence income (i.e., than the ratio of subsistence con-
sumption to subsistence income, (ł�� Œ)/ł).6 Otherwise, the savings rate
would tend to fall as income rises above the subsistence level.

Substituting from (3) and the Cobb-Douglas production function of the
Solow-Swan model into the expression for yA* (eq. 5’ in Chapter 2) and

6 This is equivalent to the condition that the marginal propensity to save (1�ç) should be
higher than the product of the depreciation rate and the capital-output ratio compatible with a
subsistence level of income, � Œ/ł). From (3), the derivative of s with respect to y is: ds/dy = y�2

[(1�ç) ł�� Œ], which is positive if: (1�ç) > � Œ /ç�
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using (5) in Chapter 2—leaving aside technical progress and population
growth and setting A, for simplicity, equal to 1—yields the following equation
for the w* schedule:

w* = ð1� aÞ ½ðk=kaÞ+ ð1� çÞð1� ł=kaÞ=��a=ð1�aÞ ð4Þ
Unlike the Solow model—where there is a unique value of w*, independent
of the capital-labor ratio—the required value of the real wage (w*) is now
a function of the capital-labor ratio. Taking natural logs in (4), and differenti-
ating, yields the slope of the w* locus: dln w*/dln k = D / {Œ + [(1�ç)/�] (ka�ł)},
where: D = (1�ç) ł / (��a Œ) [a/(1�a)]

The slope of the w* schedule is positive and falls as k increases, provided that
savings are positive and that the savings rate rises with income per worker.7

The reason for this upward sloping w* schedule is that as the capital-labor ratio
(and, thus, income per capita) increases so does the savings rate. The required
wage rises, since tomaintain a given rate of capital accumulation a lower profit
rate is required.

As shown in Figure 3.2, there is now the possibility of multiple equilibria.
One of them, at the high k intersection, is similar to the steady state in the
Solow model. The other one is a low k intersection at the subsistence level of
income.8 This intersection is unstable and below it there is a poverty trap. This
trap arises because at low levels of k, income per capita is scarcely sufficient for
subsistence and savings fall below depreciation. It is only when the economy
has a capital-labor ratio larger than Œ, the level consistent with subsistence
income, that investment rates can become larger than depreciation and a
virtuous circle develops between the expansion of income and a rising
saving rate. Eventually, however, the falling profit and interest rates will
cause a reduction in the investment rate and thus the hump-shaped pattern
of the growth rate.

This hump-shaped path of output growth rates was encountered in
Chapter 1 (Figure 1.5). There is also some evidence of a hump-shaped pattern

7 Two conditions affect the sign of the slope of the w* schedule. First, D in the slope of the w*
locus is positive if: (1�ç) > a � Œ /ç. Since a is less than one, the condition for the savings rate to be
an increasing function of income guarantees this inequality. The other condition involves the
denominator in the slope of the w*. For it to be positive requires: (1�ç) (y�ł) + � Œ > 0. This
condition states, as is readily verified from (3), that income per worker must not be so low that
savings per worker are negative.

8 The slope of the w schedule of short-run equilibria remains equal to “a”, the capital share. The
slope conditions for multiple equilibria are guaranteed by the specification in eq. (3), together with
the fulfillment of the condition that the savings rate increases with income per worker. Indeed, as k
tends to infinity the slope of w* tends to zero and the w* locus is flatter than the w schedule. When
k tends to Œ, the w* locus is steeper than the w curve. The slope of w* then tends to D/Œ which as is
readily verified is greater than “a” provided that (1�ç) ł / � Œ > 1, which is the condition for the
savings rate to increase with income per worker. The w* locus is thus steeper than the w schedule at
low values of k and flatter at high values of k.
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of investment rates (seeTable 2.1 inChapter 2). Thepresentmodel then suggests
that the very lowgrowth rates of the poorer countries arise from their economies
being so close to a subsistence level of consumption that their savings rates, and
as a result their growth rates, are much lower than those of middle-income
countries that have moved further away from the savings trap. This is so
although their capital-labor ratios are lower and their profit rates much higher
than in those middle-income countries. As King and Rebelo put it: “despite the
good investment opportunities, the country does not invest because production
is barely enough to attend subsistence consumption and to the replacement of
the depreciated capital stock” (King and Rebelo, 1993, p. 918).

Sachs’ (2005) call for a massive increase in international aid to lift the less
developed countries out of their poverty trap seems to be based in such a
“savings trap”model. As he puts it: “When people are . . .utterly destitute, they
need their entire income, or more, just to survive. There is no margin of
income above survival that can be invested for the future. This is the main
reason why the poorest of the poor are most prone to becoming trapped with
low or negative economic growth rates. They are too poor to save for the future
and thereby accumulate the capital that could pull them out of their current
misery” (Sachs, 2005, pp. 56–7).9 Sachs then calls for a substantial increase in
the investment rate in these countries, a call that has been wrongly perceived,
as we shall in later chapters, as a “big push” strategy (see Easterly, 2006).

This interpretation of the growth performance of the poorer countries, even
though at first sight appealing, has a problem. The savings trap argument has a
strong counterfactual implication, pointed out by King and Rebelo. As their
simulations of this case show, the marginal product of capital is very high in

ln kκ

w
ln w

ψ

w∗

Figure 3.2 A poverty trap model with endogenous savings

9 This is not the only reason why, in Sachs’ argument, less developed countries can get trapped
in a low level equilibrium. Sachs mentions explicitly that at low-income levels, there may be
increasing returns to capital. These increasing returns may keep returns to capital very low at
low-income levels (Sachs, 2005, p. 250). We shall return to this “profitability trap”, to be
distinguished from a savings trap, in Chapters 7 and 8.
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the initial stages of development and falls during the transition, just as in the
Solow model and the other simulations. Even with a small amount of inter-
national capital mobility, capital should be rapidly flowing to the poor coun-
tries with low domestic savings and take care of the poverty trap problem,
making the hump-shaped pattern disappear. In fact, capital does not flow
towards the poorest countries. When it flows from developed to developing
countries it tends to do so towardsmiddle-income developing countries rather
than the poorest countries where the domestic savings rate is lowest.

3. International Capital Mobility and Political Risk:
An Introduction to the Role of Institutional Factors

Consider now more fully the implications of international capital mobility.
The presence of a large degree of international capital mobility implies that
post-tax risk-adjusted rates on return on capital will tend to be equal across
countries. This strengthens the process of convergence to the steady state.
Moreover, it modifies the nature of the steady state for equilibrium output per
worker becomes unrelated to savings rates and population growth rates.
Adjusted for taxes and risk factors, capital-labor ratios, output per worker, and
factor prices tend to absolute convergence, even though in the steady state
incomes per capita will be higher in countries with high savings rates that will
be receiving interest payments from countries with low savings rates. With
access to the same technology using physical capital and labor, differences in
the steady states values of the capital-labor ratio and the marginal product of
capitalwill fully reflect differences in tax rates andpolitical risk.With immobile
humancapital in theproduction function,differences in the stockof capital per
worker will also depend on the steady state value of human capital per worker,
to the extent that returns on human capital are not equalized.

All this suggests that extending the neoclassical growth model to explicitly
allow for international capital mobility and political risk, canmodify consider-
ably the convergence and steady state properties of the model.10 The closed
economy determinants of the steady state, the investment rate in physical
capital and population growth, lose importance while political risk becomes
an overwhelming influence. More formally, leave aside technical progress and
suppose that the rate of capital accumulation is a function of the difference
between the current profit rate and a risk-adjusted, international profit rate
(r*), given a propensity to invest (ł):

10 Barro, Mankiw and Sala-i-Marti (1995) argue, however, that with immobile human capital
and the inability to finance human capital accumulation by borrowing in world markets, the rate
of convergence is only slightly altered compared to the closed economy case.
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I=K= łðr� r*Þ ł>0 ł ð0Þ=0
Setting I/K – � = n equal to zero and using the profit-wage function (eq. 4 in
Chapter 2), the schedule of long-run equilibria is now determined by:

w* =w* ðA; ł; r*;n; dÞ w*1;w*2 >0;w*3; w*4;w*5 <0

Unlike the required wage in the Solow model (see eq. 5 in Chapter 2), w* is
here independent of the savings rate and depends, besides technological
parameters, the depreciation rate and population growth, on the propensity
to invest and the risk-adjusted profit rate. An increase in political risk, which
raises r* and reduces capital accumulation, has the effect of reducing the
steady state value of the real wage. In terms of the real wage diagram, the
increase in risk implies a downward shift of the w* schedule.

Our focus here will be on whether the fact that many low and lower middle-
income countries are not converging to the high-income levels of the rich
countries is attributable to the role of political risk factors. It is worth noting
that there is a debate here. On one hand, Barro (1991, 1997) can largely be
seen as precisely an extension of the Solow model that, in addition to the role
of human capital, controls for the role of political risk among the determin-
ants of the steady state. The main finding is a positive, although slow, rate of
conditional convergence of the order of 2 percent per year that vindicates the
neoclassical growth model when extended to include these determinants.

On the other side, a number of authors have expressed serious doubts about
political risk being able to offset the vast differences in rates of return between
poor and rich countries implied by the Solow model. Referring to the role of
political risk in the failure of capital movements to equalize factor prices,
Lucas asks: “Indeed, why did these capital movements not take place during
the colonial age, under political and military arrangements that eliminated
(or long postponed) the ‘political risk’ that is so frequently cited as a factor
working against capital mobility?” (Lucas, 1988, pp. 16–17).

Table 3.1 shows for our five groups of countries classified by GDP per
worker, the growth rates and a rule of law index used as an indicator of political
risk. The rule of law index (RLI), described in the appendix to Chapter 1, is
available for the years 1996 to 2008 so that this is the period for which we
can conduct international comparisons. The average values for the RLI in the
first row suggest a positive correlation between this index and income level as
we have already seen in Chapter 1. Together with the average growth rates in
the second row, they indicate a moderately positive influence of the RLI
on growth rates. The last few rows in the table present estimates of the
RLI and growth rates separately for the fast growing and slowgrowing countries
in eachof thefive groups—i.e., for countrieswith growth rates above andbelow
themedian growth rate respectively. The exercise can be seen as a “regression”

International Capital Mobility and Political Risk

75



of growth rates on the RLI that controls for the likely two-way influence
between income levels and political risk factors (as measured by the RLI).

Differences in RLI values appear to have a significant impact on growth rates
except for group 2 in which the slowly growing countries have a higher RLI
values than fast growing countries at similar income levels. At low-income
levels (groups 4 and 5) growth rates appear to be positively correlated with the
RLI values. Yet, differences in RLI values seem too small to account for the
large differences in growth rates between the fast and slow growing countries
in these groups. Given the similarities in RLIs, the risk-adjusted rates of return
on capital should also be rather similar in these two types of countries. If the
low RLIs in the slow growing countries of groups 4 and 5 are the major factor
explaining the slow growth of low-income countries, why is it that the same
low RLIs did not prevent the fast growing economies in these groups from
growing at faster rates than, say, the slow growing economies of groups 1 and
2 with much higher RLIs? Chapters 16, 17, and 18 will address more fully the
role of institutional factors in development.

4. The Debate on Convergence: A First Approximation

A strand in the empirical growth literature, associated with and inspired by
the neoclassical model and its extensions, refers to the analysis of so-called
�-convergence. This type of convergence happens when the coefficient of
initial income in a growth regression is negative, that is when initial income
is negatively correlated with subsequent growth.11 In turn �-convergence can

Table 3.1 Income, growth, and rule of law index (1996–2008)

Averages for country groups

1 2 3 4 5

Rule of law index (RLI) 93.0 66.2 42.9 29.7 30.0
Growth rate 2.3 2.6 2.2 2.5 1.5

RLI in:
Fast-growing countries1 93.8 62.1 49.9 38.4 34.3

(2.8%) (3.2%) (2.9%) (4.0%) (3.6%)
Slow-growing countries2 92.1 72.2 35 21.7 28.5

(1.8%) (1.9%) (1.5%) (0.8%) (�0.4)

1 Countries with the fastest growth in the group. Average rate of growth of the subgroup in parenthesis
2 Countries with the slowest growth in the group. Average rate of growth of the subgroup in parenthesis
Sources: See appendix to Chapter 1.

11 By contrast �-convergence occurs when the standard deviation of the cross section of incomes
per capita falls over time.
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be absolute or conditional. Absolute convergence occurs when, in a regression
of the growth rate on initial income as the only right hand side variable,
the coefficient of initial income is negative and significant. Conditional con-
vergence occurs when the coefficient of initial income is negative and signifi-
cant and other right hand variables in the regression equation control for
the determinants of the steady state (such as the savings rate and population
growth in the basic neoclassical model). In other words, absolute convergence
occurswhenpoor and rich countries tend to converge to the same income level
(and thuspoor countries tend togrow faster than richcountries) independently
of differences in savings rates and population growth rates. Conditional
convergence happens when poor countries grow faster than rich countries
but only when their savings rates and population growth rates are the same.

There is a general agreement in the literature about the absence of absolute
convergence. As expressed by Barro long time ago: “The hypothesis that poor
countries tend to grow faster than rich countries seems to be inconsistent with
the cross country evidence, which indicates that per capita growth rates have
little correlation with the starting level of per capita product.” (Barro, 1991,
pp. 407–8). The existence of conditional convergence is more controversial.
Barro and Sala-i-Martin have been the main proponents of the existence of
conditional convergence with a rate of convergence of 2 percent per year,
which implies that it takes 35 years to reduce to half the distance with respect
to the steady state. They argue that such a rate of convergence is obtained
uniformly in a broad range of samples, including not only samples of coun-
tries but also states and prefectures in the United States and Japan.

There are, however, at least two problems with this result. Recall from
Chapter 2 that the rate of convergence (�) is equal to (1�a) (n + gA + �) and
varies therefore inversely with the capital share (a). The problem with a 2
percent convergence rate is that this low rate of convergence implies a coeffi-
cient of capital in the production function of 0.9 which is much higher
than the value of 0.3 to 0.4 implied by information on income shares in the
national accounts. In the next chapter we shall see how the extension of
the Solowmodel by Mankiw, Romer, andWeil (1992) addressed this problem.

The second problem is that the negative coefficient on initial income does
not appear to be as robust as Barro and Sala-i-Martin claim. Levine and Renelt
(1992) examine how robust are the links between growth and a variety of
economic, political, and institutional indicators. Theyfind that the conditional
convergence result, while robust for the period 1960–1989, is not robust in the
period 1974–1989 or when the OECD countries are excluded from the sample.
This suggests that the well-known tendency of the OECD economies to con-
verge in thepostwarperiod is responsible for thenegative signof the coefficient
on initial income in growth regressions. Given this result it is difficult to
conclude that, controlling for the determinants of the steady state, poor
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countries tend to grow faster than rich countries. There is no tendency to
convergence among middle-income and low-income countries, as we saw in
Chapter 1. In support of this proposition is the evidence on the positive and
significant coefficients of the initial income term (yo) in quadratic growth
equations of the form g = a0 + a1 yo + a2 yo

2. We shall return to this evidence
in Chapter 8.

Technology gaps: a satisfactory solution?

Another empirical approach in the literature on convergence postulates that
country and time specific effects affect the productivity variable A. In this
approach, the cross country and time series information on growth and its
determinants is pooled together and the average growth rates refer to rela-
tively short periods of 5 or 10 years. This permits the estimation of time
specific and country specific values of variable A. In comparison with the
previous regression approach, this approach is equivalent to augment the
neoclassical model with idiosyncratic factors (specific to each country and
time period). The typical result is a rate of convergence much higher than the
2 percent rate of Barro and Sala i Martin. This rate rises to 3.8 to 9.1 percent in
Islam (1995), 10 percent in Caselli, Esquivel, and Leffort (1996) and up to
30 percent in Lee, Pesaran and Smith (1997). These much higher rates of
convergence are not surprising: since the approach allows that A varies across
countries, each country is closer to its steady state than in the simple version
of the Solow model with a universal value of A. The same growth rate now
implies a higher rate of convergence (since each economy is closer to the
steady state).

It is not clear what interpretation should be given to the estimates of
A associated with country specific effects. In a broad interpretation, the vari-
able A in the production function captures any factors affecting the efficiency
with which different countries use their capital and labor inputs, including
resource endowments, institutions and access to best practice techniques.
Inspired by a large number of empirical studies that conclude that income
gaps are related to productivity differences across countries rather than to
differences in factor endowments,12 technology gap explanations reject the
assumption of an internationally accessible production function and consider
it the major source of the empirical shortcomings of the Solow model.

What if different economies, in particular those of developing anddeveloped
countries, operated ondifferent production functions? The lowproductivity of
the technologies in use in underdeveloped countries can then generate low

12 See for example Islam (1995), Caselli et al. (1996), Klenow and Rodriguez-Clare (1997),
Prescott (1998), Hall and Jones (1999), and Easterly and Levine (2001).
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incomes independently of differences in savings rates, population growth or
factor endowment. Moreover, the low productivity of the technologies can be
the source of both the low incomes and slow growth of the poorer countries.
Formally, we can write the growth rate of output per worker as:13

gy = gA + a½ðsA1�a=k1�aÞ � ðn + gA + dÞ� ð5Þ

Consider now two economies with identical saving rates, population growth
rates and capital-labor ratios but different production functions reflected in
different values of A. The economy using the inferior technology necessarily
has a lower output per worker (since the production function implies that
y = A1�a ka, and k is by assumption the same in the two economies). From (5),
it also has a lower growth rate, since its profit rate (equal to a A1�a/k1�a) is
smaller as a result of the lower productivity of its technology. Clearly, if
differences in A are sufficiently large, there is nothing to prevent countries
with low incomes and less productive technologies from having relatively low
growth rates.

Islam (1995) followed a panel data approach to estimate an extended ver-
sion of the Solow model that allows for “country specific effects”. Then, from
these estimates he constructed country specific indices of the initial levels of
A. Using them to adjust the steady state income gaps implied by the Solow
model has a number of shortcomings, including that country specific effects
were estimated on the assumption that the exogenous rate of technical
progress (gA) is uniform across countries. Nevertheless, these estimates will
prove helpful to illustrate the potential and limitations of interpreting these
differences as a result of technical efficiency gaps.

Table 3.2 reproduces the results of an exercise in Ros (2000, ch. 2). It
shows Islam’s estimates of A (as a fraction of group 1) for five groups of
countries classified according to income level. Multiplying these estimates
of A by the steady state income gaps implied by the Solow model yields
the steady state income gaps adjusted for country specific effects. These
are shown in the third row of the table. We can then use eq. (8) in
Chapter 2 [ŷ = gA + Ω (ln y*A – ln yA)] to estimate the predicted growth
rates implied by these new values. These estimates assume a capital share
of one third.

As the table reveals, adjusting the Solow model for country specific differ-
ences in A has the effect of dramatically enlarging the predicted steady state
income gaps and thus of bringing them closer to the actual income gaps.
The picture that emerges is almost the exact opposite to that of the simple

13 From eqs (2) and (4) in Chapter 2, the profit rate can be expressed as: r = a (A/k)(1� a)/a.
Substituting this expression into (3) in Chapter 2 and then using ŷA = a kA∧ and gy = gA + ŷA,
yields eq. (5).
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Solow model. Economies are now very close to their steady states and this
reduces considerably the differences in growth rates.

That the adjusted model fits the evidence much better than the original
should not be surprising: the estimates of A are those that make the adjusted
Solow model best fit the data. The question then is whether a technology gap
interpretation of differences in A provides a satisfactory account of income
levels and growth rates.

There are a number of difficulties that arise when adopting this perspective.
First, differences in A appear to be simply too large to be interpreted as
technology gaps. It is hard to see why some countries should persistently
use technologies that are 10 times less productive than others (as implied by
the differences in A between groups 1 and 5).14 Even a technology gap of 5 to 1
implies, as Mankiw (1995, p. 283) observes, that poor countries are using
technologies that are about eighty years out of date (assuming that techno-
logical change enhances productivity by 2 percent per year). If their profit
rates are so low as a result of the use of inferior technologies, why haven’t the
large opportunities for technology transfer, in the presence of international
capital mobility, narrowed the technology gaps that account for these low
profit rates?

The gaps in A are so large that the transitional component of growth rates in
the poorer countries (groups 4 and 5) turns out to be negative. In other words,
these countries appear to have been initially above their steady states and to
be converging from above by reducing their capital stocks per effective worker.
This raises a troubling question: how did they get, which such extremely low
incomes, above their steady state? These observations suggest that the good fit
of the model is to a large extent illusory. The low-income levels and the slow

Table 3.2 Steady state income gaps and growth rates in a Solow model adjusted for
“country specific effects”

Averages for country groups

1 2 3 4 5

Country specific value of A (as % of group 1) 100 57.5 35.4 18.4 9.9
Income as % of group 1 (1997) 100 56.7 25.2 10.7 4.3
Steady state income (pred.) (1985) 100 52.6 32.8 16.1 8.4
GDP growth (actual) (1965–97) 3.5 3.4 4.5 3.1 2.6
GDP growth (predicted) 3.5 3.4 5.2 4.4 4.5
Number of countries 18 14 13 15 13

Source: Ros (2000), ch. 2.

14 It may be worth recalling that we are still assuming constant returns to scale. Under this
assumption, there are no obstacles, strictly speaking, to the adoption of the superior technologies
no matter how small the amount of capital that is available to an individual investor.
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growth performance of poor countries have to be attributed to poorer coun-
tries operating with very inferior technologies, while the key question of why
they do so seems hard to answer.

Even if we were to accept the possibility of such large technology gaps, and
assume that countries operated on vastly different production functions, rates
of technological progress should now also be different. Explaining these
differences should be an essential part of a technology gap explanation of
why growth rates differ. The natural hypothesis, which goes back to
Gerschenkron (1962), is that the larger the technological gap, the faster will
the rate of technical progress be since the profit opportunities and potential
technological jumps are larger.15 In terms of eq. (8) in Chapter 2, ŷ = gA +Ω (ln
y*A – ln yA), this view amounts to reducing the transitory component of the
growth in output per worker (due to capital deepening) (ln y*A – ln yA) while,
at the same time, increasing the exogenous component due to technological
progress (gA). While reasonable at first sight, this view has implications that
are hard to reconcile with the evidence. Depending on the function relating
the rate of technical progress to the technology gap, the resulting model may
fit the data better or worse than the simple Solow model. However, insofar as
technology gaps are proportional to actual income gaps, the model will share
with the Solow model the feature that, for countries with similar characteris-
tics (similar steady state income levels), growth rates should increase as we
move down along the income scale. To the extent that large technology gaps
should lead to high growth rates as a result of fast technical progress, conver-
gence is seen as a process of technological catch-up, instead of being the result
of capital deepening along a production function. But the transitional dynam-
ics remain largely unaffected and, as we have seen, this feature is the major
empirical shortcoming of the Solow model.

The determinants of the steady state level of income need not be, however,
the same as in the Solowmodel (savings rate and population growth). Suppose
that the country specific rate of technological progress is a function of the gap
with respect to best practice technique and of an index of the country’s ability
to adopt more advanced technologies (for a simple formulation of this func-
tion, see Bernard and Jones, 1996). With different abilities to adopt technol-
ogy (or “social capabilities” according to Ohkawa and Rosovsky’s (1973)
expression),16 otherwise similar countries will not converge to the same

15 As Abramovitz puts it: “The hypothesis asserts that being backward in level of productivity
carries a potential for rapid advance. Stated more definitely the proposition is that in comparisons
across countries the growth rates of productivity in any long period tend to be inversely related to
the initial levels of productivity” (Abramovitz 1986, p. 386).

16 Abramovitz (1986), who also uses the expression, includes as important elements of social
capability a society’s educational level and its political and economic institutions (including
industrial and financial institutions).
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level of technology, and thus to the same steady state level of income, even
though their rates of technological progress will converge. Technology gaps
will persist in the steady state, these equilibrium gaps being determined by
differences across countries in their ability to adopt technological advances.
The next chapter addresses these issues more fully by looking at the effects of
the stock of human capital on the ability to adopt technology.
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4

Human Capital in Neoclassical
and Endogenous Growth Models

How does human capital affect the level and the rate of growth of output in an
economy? There are two ways in which human capital is modeled in growth
theory. The standard approach, followed in growth theory byMankiw, Romer,
and Weil’s extension of the basic neoclassical model and by Lucas in his 1988
endogenous growth model, is to include human capital, along with physical
capital and labor, as a factor in the production function. Then, output per
worker depends on physical capital per worker and human capital per worker.
Another way to model human capital is to argue that it is not the level of labor
productivity but rather its rate of growth which is affected by the level of
human capital per worker. In this view, which goes back to Nelson and Phelps
(1966), the ability of a country to adopt and implement new technologies
depends on its stock of human capital. More educated farmers, for example,
will introduce new agricultural techniques faster than less educated ones and
thus the diffusion of new technologies will proceed at a faster pace. In the first
case, the rate of growth of human capital affects the output growth rate. In the
second, the level of human capital (or its level relative to the technological
leader) influences the rate of growth of the economy.

In this chapter, I discuss whether extending neoclassical and endogenous
growth models to incorporate human capital can help in overcoming the
model’s shortcomings discussed in Chapter 2. The first two sections examine
the extension of the Solow model by Mankiw, Romer, and Weil (1992) and
the Lucas 1988 model of endogenous growth with human capital. Both
of these models assume that the level of human capital per worker affects
the level of output per worker. The third section then turns to the Nelson and
Phelps model in which the level of human capital affects the rate of growth
of output per worker.



1. Human Capital in the Neoclassical Model:
The Extension by Mankiw, Romer, and Weil

The model

Mankiw, Romer, and Weil (MRW; 1992) set out for themselves the task
of addressing three problems with the basic neoclassical growth model
that Mankiw (1995) expressed as follows: (1) the model does not predict the
large differences in income observed in the real world. Actual differences in
savings and population growth rates indicate that the model can explain
incomes that vary by a multiple of slightly more than two; (2) the model
does not predict the rate of convergence that convergence studies estimate;
it predicts convergence at about twice the rate that actually occurs; (3) the
return to capital differentials predicted by the model are vastly larger than
are observed in the world, unless one assumes very high elasticities of factor
substitution.1

To overcome these defects, MRW extended the Solow model by adding
human capital accumulation. In their view, human capital is the key omitted
factor in the simple version of the neoclassical model. Suppose, then, that
technology is described by:

Y ¼ KaHbðALÞ1�a�b aþ b<1

where H is human capital. As in the Solow-Swan model, the production func-
tion exhibits constant returns to scale and the inequality a + b < 1 ensures the
presence of diminishing returns to all capital. Normalizing by effective labor:

yA ¼ ðkAÞaðhAÞb ð1Þ
or:

y ¼ A1�a�bkahb where hA ¼ H=ðALÞand h ¼ H=L

which shows that output per worker (y) depends now on skills per worker (h)
in addition to capital per worker (k) and technology (A).

MRW treat physical and human capital symmetrically. They assume that
both types of capital depreciate at the same rate (�) and that society invests a
fraction sH of its total income in human capital (in addition to a fraction s in
physical capital). The accumulation equations for physical and human capital
(in terms of their ratios to effective labor) are then:

1 With a high elasticity of factor substitution, the wage share rises less than otherwise in the face
of an increase in the capital-labor ratio, thus moderating the reduction in the rate of return to
capital. Predicted differences across countries in returns to capital will then be less than otherwise.
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k̂
A ¼ s yA=kA � ðnþ gA þ dÞ ð2Þ

ĥ
A ¼ sH yA=hA � ðnþ gA þ dÞ ð3Þ

where, as in previous chapters, n is the rate of labor force growth and gA
the rate of technical progress. From eqs (1), (2), and (3), setting k̂A = ĥA = 0,
we obtain the steady state values of kA and hA:

k*A ¼ ½s1�b sHb=ðnþ gA þ �Þ�1=ð1�a�bÞ ð4Þ

h*A ¼ ½sa sH1�a=ðnþ gA þ dÞ�1=ð1�a�bÞ ð5Þ
Figure 4.1 illustrates in (ln hA, ln kA) space the determination of k*A and h*A at
the intersection of two schedules, k̂A = 0 and ĥA = 0, along which one of the
two capital stocks per effective worker (physical and human, respectively)
remains stationary. These two schedules—derived from (1) and (2) and from
(1) and (3), setting k̂A = 0 and ĥA = 0 respectively—are upward sloping due
to the positive productivity effects of physical and human capital. For
instance, a higher endowment of human capital per worker raises productivity
(eq. 1) and stimulates the accumulation of physical capital (eq. 2); to keep kA

constant requires a higher physical capital-labor ratio. Thus the positive
slope of the k̂A = 0 locus. We can follow a similar reasoning to derive the
dynamics of the economy off the two loci. To the left of the ĥA = 0 locus, for
example, kA is relatively low at each level of hA. Output per worker, and
thus the accumulation of human capital, must then be less than required to
keep hA stationary and the stock of human capital per effective worker must
then be falling.

ln kA∗

ln hA∗

ln hA
k
^A=0

h
^A=0

ln kA

Figure 4.1 The MRW extension of the Solow model
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Provided that returns to physical and human capital combined diminish
(a + b < 1), the two loci intersect at a stable equilibrium.2 On this equilibrium
path both capital-effective labor ratios are stationary and the economy, as in
the Solow model, grows at Harrod’s natural growth rate. Off the steady state,
adjustments will take place in kA and hA and thus the growth rate will be above
or below the natural rate. As shown in Figure 4.1, the two schedules divide the
(ln hA, ln kA) space into four regions. Two of them yield respectively (and
unambiguously) a growth rate above and below the natural rate. In the first
case, growth is accompanied by physical and human capital deepening while,
in the second, a reduction of both physical and human capital per effective
worker takes place. The other two regions feature respectively physical capital
deepening with a reduction of human capital per effective worker (and thus an
unambiguously rising k/h ratio) and human capital accumulation with a
reduction in the stock of physical capital per effective worker (and therefore
a declining k/h ratio).

Substituting now (4) and (5) into (1), we can solve for the steady state value
of output per worker:

y* ¼ A½sa sHb=ðnþ gA þ dÞðaþ bÞ�1=ð1�a�bÞ ð6Þ
Eq. (6) shows that, besides A, s, and (n + gA + �), the rate of human capital
accumulation (sH) also affects the steady state value of output per worker. In
Figure 4.1, a higher sH shifts the schedule ĥA = 0 upwards and increases the
steady state values of hA and kA (and thus of output per worker). An alternative
way in which MRW express the role of human capital is by combining (5) and
(6) to derive an equation showing y* as the product of two terms: 1) the steady
state value of output perworker in the Solow-Swanmodel (A [s/(n + gA + �)]a/(1-a)),
2) a term that is proportional to the steady state level of human capital per
effective worker ((h*A)b/(1�a)):

y* ¼ A ½s=ðnþ gA þ dÞ�a=ð1�aÞðh*AÞb=ð1�aÞ ð7Þ

Empirical implications and criticisms

We can use eq. (7) to estimate the steady state income gaps implied by this
modification of the Solow-Swanmodel. For this, we need estimates of h*A, and
thus of sH and b which affect the value of h*A. MRW use the percentage of the

2 As is readily verified, the slopes of the schedules k̂A = 0 and ĥA = 0 are respectively (1�a)/b and
a/(1�b). Stability requires the schedule k̂A = 0 to be steeper than the schedule ĥA = 0. This in turn
implies a + b < 1. With constant returns to all capital (a + b = 1), by contrast, the slopes of the
schedules would both be equal to unity, and the economy would undergo a self-sustaining process
of expansion or decline depending on whether the schedule ĥA = 0 lies above or below the schedule
k̂A = 0.
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working age population in secondary school as a proxy for sH. Table 4.1
shows this variable for our five groups of countries. We also use the estimate
of b (= 0.23) obtained byMRW in their tests of conditional convergence. Using
eq. (5), we can then estimate the values of h*A implied by the model. The
results, presented in Table 4.1, yield very large differences across countries in
the steady state values of human capital, of the order of 14 to 1 between
groups 1 and 5. It is worth noting, by looking at the third and fifth rows of
the table, that the human capital gaps implied by the model are indeed much
larger than the actual ones (of the order of 3.5 to 1 between groups 1 and 5),
as measured by the differences in average years of schooling in the population
over age 25, a more comprehensive measure than the one used by MRW
since it includes schooling at all levels (primary, secondary and higher),
complete and incomplete. Multiplying steady state income gaps in Table 2.1
by the factor (h*A)b/(1�a), given the estimate of h*A in Table 4.1, yields the
steady state income levels implied by the model. As Table 4.1 shows, adding
human capital to the Solow model, in the way MRW do it, has the effect of
enlarging the steady state income gaps, bringing them closer to the actual
income gaps. The large equilibrium differences in human capital implied by
the model explain this feature. As in the technology gap explanation dis-
cussed in Chapter 3, the picture that emerges is almost the exact opposite to
that in the simple Solowmodel. Differences in actual income levels are largely
the outcome of differences in the determinants of the steady state that now
include the rate of human capital accumulation, along with savings behavior
and population growth.

These implications are also illustrated by the regression estimate of eq. (6)
for our sample of countries:

Table 4.1 Steady state income gaps and growth rates implied by the MRW model

Averages for country groups

1 2 3 4 5

MRW proxy for sH
a 7.5 8.3 9.3 5.8 3.9

Steady state value of hA 8.2 6.4 5.4 1.9 0.6
Steady state value of hA (% of group 1) 100 77.9 66.6 23.2 7.1
Education (years)b 9.1 6.8 5.0 4.0 2.6
Education (years) (% of group 1) 100 74.8 55.5 43.6 28.8
Income as % of group 1 (2008) 100 50.7 22.6 8.6 2.7
Steady state income (pred.) 100 81.8 68.1 37.8 17.1
Actual GDP growth rate (1970–2008) 3.1 3.9 3.6 3.5 3.0
Predicted GDP growth rate 3.1 4.8 6.0 6.5 6.7
Number of countries 17 17 17 18 18

a Percentage of the working age population in secondary school; average 1970, 1980, 1990, 2000, 2008.
b Average years of schooling in the total population over age 25 (average of 1970 and 2008)
Source: World Development Indicators, UNESCO.
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Iny2008 ¼�2:64þ1:25 InðsÞþ1:34ðsHÞ�4:72 ln ðn70�8þgAþdÞðadjÞR2 ¼0:67:
ð1:74Þ ð0:43Þ ð0:19Þ ð0:62Þ

Standard errors are in parentheses. (gA + �) is assumed to be 0.05 (gA = .02
and � = .03).

s is the investment share (average for the period 1970–2008). sH is the
percentage of the working age population in secondary school (average of
1970, 1980, 1990, 2000, and 2008 levels).

In contrast to the Solow-Swan model, where low incomes are the result of a
scarcity of physical capital relative to labor, with poor economies being well
below their steady state, the vision of underdevelopment that emerges from
MRW is one of a dearth of human capital, in turn, the result of low rates of
investment in education.

This solution to the shortcomings of the Solow model has been criticized
on various grounds. A first objection, which applies to MRW as well as to
Lucas’ endogenous growth model discussed in the next section, concerns the
importance that MRW attribute to differences in schooling both as a source of
differences in output per worker and as a measure of human capital gaps. The
basic point is that it is far from obvious that human capital, as measured
by educational attainment, has such an important role as a factor of produc-
tion. Indeed, if raising the educational level of the labor force was the only way
of increasing human capital (as assumed in many applications of this view),
then this way of introducing human capital in a growthmodel is saying that a
steel worker with 6 years of education will for that reason produce more steel
ingots per day than a steel worker with only 3 years of education. This is what
the production function in eq. (1) asserts when h is measured by the educa-
tional level of the labor force. Taking the other view of human capital men-
tioned in the introduction to this chapter, that of human capital as a vehicle
for technology diffusion, Phelps makes the point in his comment to Mankiw
(1995) that “all or most persons in the labor force could forget everything they
learned beyond the ninth grade, say, without putting much of a dent in
today’s output” (Phelps, 1995, p. 312). His argument is that most schooling
is learning how to learn, which facilitates the adoption and dissemination of
technological advances, and involves precautionary and thus seemingly
redundant knowledge. The implication is that international differences in
human capital, as understood by MRW, are of little importance to explain
actual differences in productivity levels. This implication is quite consis-
tent with the empirical finding by Benhabib and Spiegel (1994) that
the change in the stock in human capital contributes insignificantly
(and often with a negative sign) to a country’s output growth while at the
same time the level of human capital affects positively the rate of growth of
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productivity.3 Benhabib and Spiegel illustrate these results with the experi-
ence of several poor countries in Sub-Saharan Africa that have recorded large
proportional changes in the stock of human capital, partly because they
started from very low levels, combined with a poor growth performance.
The insignificance of the change in human capital also emerges for our sample
of countries for the period 1970–2008 in the following growth regression (see
also regression 3 in Table 1.2 and regression 1 in Table 1.5 of Chapter 1):

gY ¼ 0:83þ 0:58gK þ 0:02gH þ 0:75gL N ¼ 82 ðadjÞR2 ¼ 0:72

ð3:10Þ ð13:66Þ ð0:37Þ ð5:41Þ
where g refers to growth rate (log difference) and Y, K, H and L to GDP, capital,
education (H/L times the size of the labor force) and labor force, respectively.
t statistics are in parentheses. See Appendix to Chapter 1 for sources and
definitions.

A second criticism refers to the fact that if differences in human capital are
really so large as to explain much of actual income gaps, then the wages of
skilled labor and the returns to education in poor countries should be much
higher than what we observe. Indeed, allowing for free mobility of physical
capital and assuming that the wage for unskilled labor in the poorest countries
is one tenth the wage for unskilled labor in the United States, Romer (1995)
shows that the baseline MRWmodel with exponents of one third on each the
three factors (K, H, L)—i.e., with a = b = 1/3—has a number of counterfactual
implications: 1) the wage for skilled labor should be ten times larger in the
poorest countries than in the United States; 2) the ratio of the wage for skilled
labor to the wage for unskilled labor in the poor country should be two
hundred (given that this ratio is two in the United States); 3) the implied
rate of return to education in poor countries should be one hundred times
larger than that in the United States, rather than by the factor of two or three
suggested by the empirical evidence. These implications are not what we
observe; in particular, the wage for skilled labor is lower in poor countries
than in rich countries. Rather than a dearth of human capital, underdevelop-
ment seems to be a paradoxical situation in which the returns to all factors of
production tend to be low. The MRW model is inconsistent with this feature.

The MRW extension of the Solow model has also been criticized on the
basis of the large number of empirical studies that, rather than attributing
per capita income levels and growth differences to the differences in schooling
and capital accumulation invoked by neoclassical growth theory, show a
supposedly primary role of productivity levels and growth rates in explaining

3 See also Pritchett (2001). Krueger and Lindahl (2001) disagree, however, and argue that
measurement error accounts for the lack of a relationship between growth in income per capita
and human capital accumulation.
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income gaps and differences in per capita GDP growth rates (see the papers
cited in section 4 of Chapter 3). While, as discussed later in Chapter 8, the
distinction between these sources of growth falls apart in the presence of
increasing returns to scale and/or interactions between factor accumulation
and technological innovation, the assumptions of constant returns to scale
and exogenous technological progress in the MRW model make it vulnerable
to the criticism.

Consider now the implications of the augmented Solow model for inter-
national differences in growth rates. We can derive an equation, as we did in
Chapter 2, to estimate the growth rates predicted by the model. The equation
turns out to be the same as eq. (8) in Chapter 2 except that the rate of
convergence (Ω) is now equal to (1 � a � b) (n + gA + �). Using this equation,
together with the information in Table 2.1 in Chapter 2 and Table 4.1 above,
we obtain the predicted growth rates shown in Table 4.1. It is immediately
apparent that differences in growth rates are smaller than those reported for
the Solow model in Chapter 2, and thus closer to actual growth rates, espe-
cially in the case of groups 4 and 5. The predicted growth rates are lower since
developing country groups are now seen as being much closer to their respect-
ive steady states. Moreover, by broadening the notion of capital, the MRW
model features a larger capital share (twice that in the Solow model) and this
slows down the pace of conditional convergence. For these two reasons, the
transitional component of growth rates in the developing country groups is
now much smaller than in the Solow model.

Although the MRW extension fits the observed differences in growth rates
better than the original Solow model, it still overstates the transitional com-
ponent of growth in developing countries. As shown in Table 4.1, this over-
estimation becomes larger as we move down along the income scale. This
suggests that the very slow growth of the poorest countries (groups 4 and 5)
does not seem to reflect a slow rate of conditional convergence. For no matter
how slow this pace is assumed to be, the growth of output per worker should
have been at least 2 percent per year (with corresponding GDP growth rates of
over 4 or 5 percent per year), as long as these countries are seen to be below
their steady state. Thus, the only way in which the model, without further
extensions, can generate growth rates below 2 percent for the poorest coun-
tries is by enlarging even more their human capital gaps so that initially these
countries were above their steady state.4 This interpretation would imply that
over the period the countries in groups 4 and 5 had beenmoving to the steady
state from above, i.e., that they had been reducing their stocks of human and
physical capital per effective worker.

4 The same point is made by Temple (1999, p. 135).
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2. Human Capital Accumulation in Lucas’ Endogenous
Growth Model

Robert Lucas, in a 1988 article, presents a model in which growth of income
per capita is endogenous due to the presence of constant returns to human
capital accumulation. The following example illustrates the mechanics of
economic growth under these conditions.

Consider an economy with two sectors (Y and H). In sector Y, goods and
services are produced with physical and human capital under constant returns
to scale:

Y ¼ KaðçHÞ1�a ð8Þ
where H is the total stock of human capital, ç is the fraction of it devoted
to the production of goods, and (ç H) is then the input of human capital in
sector Y.

Sector H produces human capital. The outcome of its activity is to increase
the quantity of human capital that can be used in each of the two sectors.
Assuming that total human capital (H) grows in proportion to the amount of
human capital employed in this sector, (1 � ç) H, we obtain:

dH=dt ¼ lð1� çÞH ð9Þ
where º is the effectiveness of the sector producing human capital. If a con-
stant fraction of human capital (1 � ç) is devoted to sector H,5 human capital
grows at a constant exponential rate:

Ĥ ¼ ðdH=dtÞð1=HÞ ¼ lð1� çÞ
The model generates a steady state path in which the rate of accumulation of
physical capital is equal to, and determined by, the rate of human capital
accumulation. The latter is proportional to society’s investment in the sector
producing human capital. In this equilibrium path, the rate of return to
human capital is constant and income per capita increases continuously,
despite the absence of exogenous technological change, as a result of the
ever-increasing endowment of human capital per capita. Physical capital
accumulation is endogenous but not as a result of the productivity effects of
increasing returns as in Romer’s 1986 model, the other initial contribution to
the endogenous growth literature reviewed in Chapter 2. It is now the con-
tinuous accumulation of human capital that increases the productivity of
physical capital and neutralizes the influence of diminishing returns.

5 This fraction is derived endogenously by Lucas, under the condition of equality between the
rates of return on human and physical capital, and in his model it is constant only in the steady
state.
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In terms of our real wage diagram, this simple account of the Lucas model
results in a representation similar to that of the Solow-Swan model (see
Figure 4.2). The wH curve shows the return to human capital as an increasing
function of the ratio of physical to human capital (K/H). The w*H curve is
horizontal given the technology assumed in (8). On the steady state path, the
return to human capital and the ratio of physical to human capital remain
constant, but because human capital is growing, so is physical capital (at the
same rate). Using the accumulation equation for K (assuming a given savings
rate, s) and the steady state condition (K̂ = Ĥ), we can derive the steady state
value of the ratio of physical to human capital in sector Y, [K/(ç H)]. In the
steady state, the value of this ratio is: [K/(ç H)]* = {s/[º(1 � ç) + �]}1/(1�a). This
expression is identical to the steady state value of capital per effective worker
in the Solow-Swan model (kA*, see equation A.3 in Chapter 2) except that the
rate of human capital accumulation, º (1� ç), replaces Harrod’s natural rate (n
+ gA). Thus, the two steady state growth rates are identical if the rate of labor-
augmenting technical progress (gA) is equal to the growth rate of human
capital per capita, º (1 � ç) � n. The accumulation of physical capital and
output growth are driven by the accumulation of human capital, analogous to
how in the Solow model, capital accumulation in the steady state is driven by
technical progress and the growth of the labor force.

Other analogies to the Solow model, although more remote, can be noted
regarding the transitional dynamics. Off the steady state, if the relative endow-
ment of human capital is high (i.e., K/H is low) the economy will converge to
the steady state with a growth rate that is initially above the long-run equilib-
rium rate, and vice versa. If initial conditions are such that the ratio of physical
to human capital is relatively high, the economy will converge to the steady
state with an initially low growth rate. After a war or an earthquake that has
destroyed mostly physical capital, the economy will recover faster than after
an epidemic that has destroyed mainly human capital. Another implication,

ln wH

wH
∗

wH

ln (k/h)ln (k/h)∗

Figure 4.2 A Lucas-type of model
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which has brought considerable attention, is the following: an economy with
a relatively low ratio of physical to human capital—e.g., a developing country
well endowed with human capital—will grow at a relatively high rate com-
pared to the equilibrium path or to other developing economies less well
endowed with human capital.

A key question is what assumptions in the model generate constant returns
to the accumulation of human capital and, as a result, endogenous growth. In
one interpretation (Rebelo, 1991), the critical assumption made by Lucas is
that the production of human capital only uses reproducible factors. This
assumption is obvious in the particular specification used by in eq. (9)
above: human capital alone enters into the accumulation equation. As
shown by Rebelo, the model’s properties would remain intact as long as
only reproducible factors enter directly or indirectly into the accumulation
equation for human capital. To illustrate, consider the following accumulation
equation: dH/dt = sHY� �HH, where �H is the depreciation rate of human capital
and Y is produced under conditions described by (8) so that K, along with H,
enters into the production of new human capital. Substituting from (8) and
using the steady state condition Ĥ = K̂, the rate of human capital accumulation
in the steady state is still a linear function of H: dH/dt = (sa sH

1�a � �H) H. The
reason is that only reproducible factors, under constant returns to scale, enter
into the production of Y (see eq. 8). The model then behaves as the limiting
case of the MRW extension of the Solow model in which output elasticities
with respect to K and H add up to unity. Interpreted in this way, there is an
interesting analogy, pointed out by Srinivasan (1994), to the two-sector model
of Mahalanobis (1955) and Feldman (1928, as described in Domar, 1957).
There, the sector producing physical capital goods uses only reproducible
factors (physical capital goods). The model then generates endogenous
growth without having to rely on increasing returns to scale. The equilibrium
growth rate is determined by the share of investment devoted to capital
accumulation in the sector producing capital goods.

In Rebelo’s view, the distinctive feature of the model, in terms of the
specification of technology, is thus the existence of a “core” reproducible
factor that can be produced without the use of non-reproducible factors.
This interpretation suggests that the specification in eq. (9) is more restrictive
than it needs to be. Yet, in another way this is not the case. Eq. (9) postulates
constant returns to human capital accumulation whether or not fixed factors
enter into its production—one can imagine, for example, fixed factors
entering into the multiplicative constant (º). The justification for the linearity
of the human capital accumulation equation has to do, in Lucas’ verbal
discussion, with the external effects of human capital. Lucas discusses two
types of external effects of human capital. One is the external effect of
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human capital in the aggregate production function. This is like adding a TFP
term in the production function andmaking it a function of aggregate human
capital. In the presentation of the model, I have neglected this external effect
in eq. (8) because, indeed, it plays no role in generating constant returns to
human capital accumulation.

Lucas sees the other external effect as crucial to justify the specification in
eq. (9). For as Lucas explains, it is the fact that “human capital accumulation is
a social activity, involving groups of people in a way that has no counterpart in
the accumulation of physical capital” that would justify why the initial level
of human capital of the younger generations is proportional to the level
already achieved by the older generations (Lucas, 1988, p. 19, italics in ori-
ginal). This external effect is assumed to be internalized through non-market
mechanisms within small groups, such as firms or families, and, in this way
creates no gap between social and private returns. But it is nevertheless an
external effect that is viewed by Lucas as critical to the linearity assumption in
the accumulation equation, when applied to infinitely lived families rather
than finite lived individuals.

It is unclear, however, why these external effects should be large enough to
generate constant returns to the accumulation of human capital. If sector
H largely transmits already existing knowledge, in schools or within families,
returns will eventually diminish in the absence of the production of new
knowledge. This is why Romer’s (1991) interpretation of that sector as a know-
ledge-producing sector is perhaps the most coherent, assuming that the pro-
duction of knowledge is not subject to diminishing returns. However, if this is
so, the Lucas model does not go much further than replacing the exogenous
rate of technical progress in the Solow model with a rate of human capital
accumulation which, along with preferences and technology parameters, is
critically determined by the exogenous value of º, the effectiveness of invest-
ment in human capital.

Empirical assessment

Models in which growth is driven by human capital accumulation have been
found promising for explaining differences in growth rates across developing
countries and especially the extraordinary high growth rates recorded in
the East Asian miracles (see, for example, Lucas, 1993). There is support, in
particular, for the model’s implication that, below the steady state, two
developing countries identical in all respects except for the endowment of
human capital will grow at different rates, the country with the highest H/K
ratio being the fastest growing.

As noted by Pack (1994) and Rodrik (1994), the comparative growth per-
formance of East Asia is not, in fact, easy to reconcile with a human capital
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based explanation of economic growth. Consider the initial conditions in the
early 1960s, when growth in Korea and Taiwan took off at vertiginous rates.
The human capital endowment in these countries was rather favorable to
growth. Their peoples had levels of education higher than expected, given
their per capita incomes. This is likely to have played a role in their subsequent
expansion. But how decisive a role? Rodrik (1994) lists four countries (Domin-
ican Republic, Philippines, Paraguay, and Sri Lanka) that had the same kind of
educational advantage as Korea and Taiwan in 1960 and were unable to grow
at rates anywhere near those of these two countries. And what if the initial
conditions had not been so favorable? Would there have been East Asian
miracles? A simulation by Birdsall, Ross and Sabot (1995), using a cross coun-
try regression framework, concludes that, if South Korea’s initial level of
education had been similar to the developing country average, its per capita
growth would have been less (close to 5 percent per year instead of close to
6 percent), but still much higher than the developing country average. We
would still have had a Korean growth miracle.

In addition to their initial educational advantage, during their process of
rapid economic growth East Asian countries made substantial investments in
education. Yet the same can be said of many other countries that were unable
to grow fast. The commitment to improving educational standards was almost
universal across the developing world. The results of these human capital
investments were often very different, but differences in growth rates may
have played a major part in these results. This endogeneity problem can be
illustrated by a comparison between Korea and Mexico (see Birdsall, Ross, and
Sabot 1995). In 1970, Korea’s public expenditure on basic education per
eligible child was only slightly higher than in Mexico. Two decades later,
Mexico’s expenditure on education was only 25 percent the Korean level,
secondary enrollment rates were twice as high in Korea compared to Mexico,
and the gap in tertiary enrollment rates had become even higher (39 percent
versus 15 percent). Public expenditure policy does not explain this divergence:
in fact, by the mid 1970s, after an expansion during the first half of that
decade, expenditure in basic education as percentage of GDP reached tempor-
arily higher levels in Mexico than in Korea. The explanation of these increas-
ing gaps has to be attributed to the fact that Korea’s GDP grew at annual rates
of 9.6 percent, compared to Mexico’s rate of 3.5 percent per year. This differ-
ence in growth rates meant that, with the same percentage of GDP invested in
education, the resources that Korea was able to invest in this sector expanded
at a vastly higher rate.6

6 The demographic transition that started earlier in Korea than inMexico also played a role. This
explains why in these two decades, the number of school age children increased by 60 percent in
Mexico but fell by 2 percent in Korea.
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According to Pack (1994), investments in research and development, unlike
today, were of little significance before the mid-1980s in the East Asian
developing economies. However, by then, these countries had been able to
sustain extraordinarily high growth rates for almost three decades. Gustav
Ranis (1995) tells an interesting and significant story. In the 1960s (from
1960 to 1967), around 15 percent of Taiwan’s college graduates went to the
United States to undertake post-graduate studies, two thirds of them in science
and engineering. This suggests a very high rate of human capital formation,
especially for a country with Taiwan’s income in the 1960s. The most
revealing part of the story, however, is that only 4.5 percent of those students
returned to Taiwan each year. By contrast, in the second half of the 1980s,
when Taiwan’s industrialization was no longer based on labor intensive
manufactures and was becoming increasingly intensive in science and tech-
nology, more than 90 percent of these highly trained graduates were returning
to their country. The moral of the story seems to be that those reserves of
human capital created over the years were a necessary condition for this
technology-intensive industrialization to take off, but did not by themselves
represent a sufficient condition for it.

Moreover, just as models with increasing returns to capital a la Romer
(1986), human capital driven growth models appear to imply an excessive
degree of divergence across countries. Differences in growth rates tend to
persist indefinitely and thus to generate increasing gaps in per capita income
levels. If the share of resources invested in human capital increases with per
capita incomes—for example, as a result of the existence of a minimum
(subsistence) level of consumption per capita—it will further accentuate the
gaps, even though growth rates need not diverge (as inmodels with increasing
returns to capital) if the differences in the shares of resources devoted to
human capital accumulation decrease over time.

These observations seem difficult to reconcile with the notion that differ-
ences across countries in the rate of economic growth are to be explained
primarily by differences in the levels and rates of human capital formation.
More generally, it is hard to reconcile them with a view of the development
process in which physical capital accumulation and output growth are essen-
tially driven by human capital accumulation.

3. Growth and the Level of Human Capital:
The Insight of Nelson and Phelps

Nelson and Phelps (1966) introduced human capital in a growth model in a
different form than the traditional one. Rather than viewing the role of
education as a factor of production, they viewed it as a factor that facilitates
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technological diffusion. More precisely, the basic contribution of Nelson and
Phelps was to combine two ideas. The first is that the rate at which productiv-
ity grows in an economy positively depends, just as in Gerschenkron (1962),
on the gap between the current level of productivity and the one correspond-
ing to the technological frontier (or what Nelson and Phelps called the “the-
oretical level of technology” defined as the level that would prevail only if
technological diffusion was instantaneous). The second idea is that the rate at
which the gap is closed depends on the level of human capital. Nelson and
Phelps find support for this idea in the empirical finding showing that the
greater the level of education (of farmers, for example) the faster is the adop-
tion of more advanced techniques. Thus, for them, the true importance of
education is based not so much in its direct contribution to production but,
precisely, in its contribution to technological diffusion.

In its original version in Nelson and Phelps (1966), these ideas were formal-
ized by making the proportionate rate of growth of the technology variable in
the production function (A) a function of the technology gap—the difference
between T, the “theoretical level of technology” and A, the current level of
technology—and the level of human capital (h).

gA ¼ 	ðhÞfðT� AÞ=Ag 	ð0Þ ¼ 0;	0ðhÞ > 0 ð10Þ
This formulation has two implications that are illustrated in Figure 4.3. First,
in the long run, provided that h is positive, the rate of growth of productivity
(gA) converges and stabilizes in a value g*, equal to the growth of T, which is
independent of the level of human capital. This is simply because when gA
is below g*, the technology gap increases and this, according to eq. (10),
accelerates the growth of A thus raising gA to the value g*. The opposite
happens when gA is above g*.

The second implication is that the equilibrium (asymptotic) gap is a decreas-
ing function of human capital (h). A higher educational level raises the
trajectory level of “technology in practice” in the long run. Indeed, it is easy
to show that the equilibrium gap is equal to g*/	 (h). In terms of Figure 4.3, an
increase in human capital (h)makes the gA line steeper (see eq. 10) and reduces
the equilibrium technology gap without long-run growth effects on
productivity.

Note that the model has features in common with the MRWmodel and the
Lucas model. With the MRW model it shares the feature that the steady state
income gap (as determined by technology) is a function of human capital.
With the Lucas model, it shares the transitional dynamics, since if we compare
the off the steady state behavior of two economies with different stocks of
human capital per worker, but otherwise identical, the economy with the
greater stock of human capital per worker will grow a faster rate. These
similarities are interesting given that the view of human capital and the way
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in which human capital is modeled in Nelson and Phelps is completely
different from MRW and Lucas.

The extension by Benhabib and Spiegel and the
“Gerschenkron-Abramovitz hypothesis”

Nelson and Phelps left the path of the “theoretical level of technology”
unexplained, i.e. the rate of growth (g*) of the technological frontier is
exogenous. Benhabib and Spiegel (1994) adopted the Nelson and Phelps
formulation and combined it with Romer (1990) contribution that postulates
that human capital can directly influence productivity by affecting a country’s
capacity to generate new technologies (and not only, as in Nelson and Phelps,
the capacity to adopt already existing technologies). In the formulation of
Benhabib and Spiegel, we have then:

gA ¼ ˆðhÞ þ 	ðhÞfðT� AÞ=Ag 	ð0Þ ¼ 0;ˆ 0ðhÞ;	0ðhÞ > 0 ð11Þ
The combination of the two forces, domestic innovation and technological
catch up, generates various results. First, under certain conditions (in particu-
lar when the parameters of the innovation function, ˆ(h), predominate),
growth rates can differ across countries for long periods of time due to differ-
ences in the stocks of human capital. Second, a country that is behind the
technology leader, but possesses a greater human capital, will catch up and
eventually surpass the technological leader. Third, the country with the
greater stock of human capital will always emerge as the technological leader
and maintain its technological superiority as long as it preserves its human
capital advantage.

The more recent and comprehensive analysis using this approach is Benha-
bib and Spiegel (2005). In this contribution, the authors consider two variants

gA

(T-A)/A

g∗

gA, g∗

g∗/Φ (h)

Figure 4.3 The Nelson and Phelps model
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of the original hypotheses of Nelson and Phelps and submit them to empirical
enquiry. The first variant corresponds to the 1994 formulation just presented.
The second variant consists in adding the term (A/T) to the equation that
governs the growth of A as follows:

gA ¼ ˆðhÞ þ 	ðhÞfA=TgfðT� AÞ=Ag; 	ð0Þ ¼ 0;ˆ 0ðhÞ;	0ðhÞ > 0 ð12Þ
This additional term (A/T) makes the rate of technological diffusion slow
down when the distance with respect to the technological leader increases.
This is a result of the difficulty of adopting very distant technologies which
arises, as argued by Basu andWeil (1998), from the fact that the technological
frontier may not be appropriate for follower countries in the presence of very
large differences in factor proportions between leader and follower countries.
This second variant is related to what one may call the Gerschenkron-
Abramovitz view according to which technological backwardness conveys
a growth advantage by opening up the relatively easy path of adoption
and imitation (the Gerschenkron, 1962, component), but that “social back-
wardness” creates an offsetting disadvantage (the Abramovitz, 1986, compon-
ent). Indeed, as Abramovitz argued: “Countries that are technologically
backward have a potentiality for generating growth more rapid than that of
more advanced countries, provided their social capabilities are sufficiently
developed to permit successful exploitation of technologies already employed
by the technological leaders” (Abramovitz, 1986, p. 225).

The second variant of Benhabib and Spiegel takes human capital as the
central social capability to which Abramovitz refers in the above quote.7 The
key difference in the predictions of the two variants (i.e., the predictions of
eqs 11 and 12) is the following. In the first variant (eq. 11), despite educational
differences, all countries converge in the long run to the same rate of product-
ivity growth (just as in the original formulation by Nelson and Phelps).
Moreover, in the transition, the greater is the level of productivity the smaller
is the technology gap and the lower is the productivity growth rate
(in a similar way to the tendency to convergence in the neoclassical model).
The convergence in growth rates is the result of the forces of technological
diffusion in the model and, as a result, of the tendency to technological
catching up.

In the second variant (eq. 12), there is a threshold value of human capital,
a critical level below which the rate of growth of the followers with low
educational level diverges and the equilibrium relationship between the prod-
uctivity of the follower and that of the leader (A/T) tends to zero. In other

7 Another related model, besides Basu and Weil (1998), is Howitt and Mayer-Foulkes (2005).
Verspagen (1991) discusses another non-linear model in which catching up and falling behind are
both possible.
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words, in this variant the process of technological catching up can be slow
both when the follower country is very near the technological frontier
(because then the technology gap is very small) and when the follower is
very far from the leader (because of the difficulties of adopting the technolo-
gies of the frontier). It also follows that when the technology gap is in an
intermediate range, the growth of productivity is fastest.

Figure 4.4 illustrates the second variant by assuming that gA is an increasing
function of the technological gap only for values of the gap which are below a
critical value. For simplicity, as in Nelson and Phelps, the growth of the
frontier (g*) is assumed exogenous. As shown by Figure 4.4, there are now
two intersections between g* and gA. The first is at low levels of the techno-
logical gap when the gA line is positively sloped. The gap corresponding to this
intersection (G*) is a stable, but only locally stable, long-run equilibrium. The
other intersection occurs at high levels of the technological gap when the gA
line is negatively sloped. This intersection corresponds to that value of the
technology gap (GMAX) beyond which the gap tends to increase indefinitely
and thus (A/T) tends to zero. In this process the rate of productivity growth
increasingly diverges from g*, the growth rate of the technological frontier.

Benhabib and Spiegel (2005) investigate empirically these two variants
and find support for the second variant, associated to the “Gerschenkron-
Abramovitz hypothesis”. In a sample of 84 countries for the period
1960–1995, they find that the critical level of education in 1960 necessary to
guarantee convergence to the growth rate of the United States (the technology
leader) was 1.78 years of schooling. They identify 27 countries in the sample
for which the model predicts a growth of total factor productivity less than
that of the United States and find that 22 of these 27 countries effectively
diverged. Of these 22 countries, 13 are in Sub-Saharan Africa, 3 in Central
America, 3 in the Middle East and North Africa, 2 in South Asia, and the
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Figure 4.4 The Benhabib and Spiegel model
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remaining one is Papua New Guinea. The five countries that tended to con-
verge despite having less than the critical level of human capital are Botswana,
Indonesia, Pakistan, India and Syria.

While the explanatory power of the model appears striking, it should
be noted that there are also 27 countries that despite having more than the
critical level of human capital did not have a productivity growth rate higher
than the United States as predicted by the model. These 27 countries include a
group of 8 highly developed economies with a small initial technology gap
with the United States,8 and a large group of 19 developing countries with
low and middle incomes per capita, 14 of them in Latin America and the
Caribbean, 2 in Sub-Saharan Africa, plus the Philippines, Fiji and Turkey. Why
didn’t the laggards converge, in particular those developing countries with a
large technology gap and therefore great scope for catching up, despite having
enough human capital to do so? In the next chapter, we shall see how the
Schumpeterian approach to endogenous growth theory addresses these issues
and, in part II of the book, we shall turn to older approaches in development
economics that were inspired by questions similar to this one.

8 These countries are (in ascending order according to productivity growth) New Zealand,
Switzerland, Sweden, United Kingdom, Canada, Australia, Denmark, and the Netherlands.
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5

Industrial Differentiation and Creative
Destruction in New Growth Theory

Neoclassical growthmodels and all their extensions typically assume constant
returns to scale and treat technology as a public good (i.e., non rival and non
excludable), leaving unexplained the advance over time of the technological
frontier. The endogenous growth models reviewed in Chapter 2 partly endo-
geneize productivity growth by assuming increasing returns to scale as a
property of the production function but otherwise leave technical change
unexplained. Besides the notion that the accumulation of capital generates
technological externalities that may sustain long-term growth, technical pro-
gress is absent. The AK model, for example, explains persistent growth as
a result of capital accumulation through technological externalities derived
from the expansion of the stock of experience. This leaves the question open
of whether these technological externalities are in fact the main mechanism
that explains the growth of per capita incomes. If this is not the case, we have
to endogeneize technical progress in a different way to that adopted by the
models with non diminishing returns to capital.

This chapter presents a brand of endogenous growth theory that attempts to
model the economic determinants of technical progress and to elucidate
the factors that affect the path of the technological frontier, going beyond
the suggestion by Romer (1990) and Benhabib and Spiegel (2005) in Chapter 4
that the level of human capital is likely to be an important factor. After a brief
review of the contributions of Adam Smith and Allyn Young, section 2 is
devoted to the product variety model which attempts to formalize some of
Young’s insights. Here, innovation takes the form of an expansion in the
number of available intermediate products which in turn raises productivity
in the final goods sectors. This section also reviews open economy versions of
the product variety model in which access through trade to a wider variety
of intermediate goods can bring dynamic gains from trade. Sections 3 and 4
then turn to Schumpeterian models in which, unlike the product variety



model where new goods do not displace existing ones, innovation is modeled
as quality improvements on a given array of products (“vertical innovation”),
so that technical progress, in a process of “creative destruction”, makes
existing products obsolete. Section 3 presents amodel without physical capital
and discusses the ambiguous and paradoxical relationship between innov-
ation and product market competition highlighted by Schumpeter while
section 4 presents a model with physical capital accumulation that clarifies
the interactions between capital accumulation and innovation in the growth
process, together with an overall empirical assessment of Schumpeterian
growth theory.

1. Industrial Differentiation and the Extent of the Market:
Smith, Young, and Kaldor1

In the first chapter of The Wealth of Nations, Adam Smith states that the
income level of developed countries depends on the high degree of division
of labor they attained. Division of labor increases labor productivity, which in
Smith’s view is the principal factor affecting per capita income. Smith identi-
fies three positive effects of the division of labor on workers’ productivity.
When workers specialize, they: (1) increase their skill (dexterity); (2) save the
time necessary to switch among different activities; and (3) have the possibil-
ity of inventing machines to facilitate their job. In modern terms, we see how
Smith had in mind the concepts of: (1) learning by doing; (2) set-up costs; and
(3) endogenous technological progress.

In Smith, economic growth is associated with an increase in the complexity
of economic activity, brought about by the division of labor: ‘It is the great
multiplication of the production of all the different arts, in consequence of the
division of labor, which occasions, in a well-governed society, that universal
opulence which extends itself to the lowest ranks of people’ (Smith, 1976,
p. 9). In Smith’s opinion, profit-seeking capitalists are continuously trying to
exploit the possibilities offered by both the division of labor within and
among firms.

The analysis of economic growth by Allyn Young (1928) starts from Adam
Smith, explores the implications of some of Smith’s insights and adds novel
elements to his theory. Young considers the division of labor mainly as the
process leading to the introduction of (highly productive) capital goods (i.e.
the use of indirect instead of direct labor), and to the increase of a network of
interdependent productive units. He discusses the economies deriving from

1 For an analysis of the views of Smith and Young together with those of Marshall and Kaldor,
see Lavezzi (2001) on which I rely in this section.
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the use of specialized machines in production. He emphasizes one aspect of
the simplification of some phases of the production process, also treated by
Marshall: the possibility and incentive to introduce machines.2 The main
question is to understand when the firm decides to face the (fixed) cost of a
new, specialized machine, either by building it or by purchasing it or, to put it
in other words, when the firm decides to use indirect rather than direct labor.
Young analyzes the economies deriving from the use of specialized machines
in production. In his discussion of Smith’s idea that a specialized worker is
likely to invent new tools or machines, Young stresses that what matters is
that the simplification of some phases of the production process allows for the
introduction of machines. This is a key difference with Adam Smith’s notion
that the division of labor is limited by the extent of the market. For Young,
productivity increases with the extent of the market because the high fixed
costs of increasing returns technologies can only be recovered in large markets
rather than because workers can specialize in more specific tasks. It is in this
sense that Young says that Smith “missed the main point” (Young, 1928,
p. 530): the productivity gains from economies of specialization are of second
order compared to the productivity increases arising from more ‘roundabout’
methods of production becoming profitable. As he puts it:

It is generally agreed that Adam Smith, when he suggested that the division
of labor leads to inventions because workmen engaged in specialized routine
operations come to see better ways of accomplishing the same results, missed
the main point. The important thing, of course, is that with the division of labor
a group of complex processes is transformed into a succession of simpler processes,
some of which, at least, lend themselves to the use of machinery.

He also writes:

[i]n the use of machinery and the adoption of indirect processes there is a further
division of labor, the economies of which are again limited by the extent of the
market. It would be wasteful to make a hammer to drive a single nail, . . . It would
be wasteful to furnish a factory with an elaborate equipment of specially con-
structed [machines] to build a hundred automobiles. (Young, 1928, p. 530)

Young then discusses the process of division of labor among industries,
remarking the association between industrial differentiation and growth of
production. As Young puts it in his discussion of the process of division of
labor among industries:

2 According to Marshall (1910), large-scale production allows economies of machinery resulting
from the ability to recoup the fixed cost to be born when a newmachine is adopted. A large output
allows a firm to keep the machine steadily employed, and gives the firm more resources to spend,
easier access to credit and so on. A similar reasoning applies in the case of economies of skill: a large
output allows a greater division of labor to be established.
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industrial differentiation has been and remains the type of change characteristic-
ally associated with the growth of production. Notable as has been the increase in
the complexity of the apparatus of living, as shown by the increase in the variety
of goods offered in consumers’ markets, the increase in the diversification of
intermediate products and of industries manufacturing special products or groups
of products has gone even further. (Young, 1928, p. 537).

These economies result from an increased division of labor associated with a
larger number of goods being produced—or, as Kaldor put it, “from increased
differentiation, new processes and new subsidiary industries”, so that as a
result “economies of scale are derived not only from the expansion of any
single industry but from a general industrial expansion” (Kaldor, 1967, p. 14).
They are external to the firm, although they arise because, in the presence of
internal economies of scale (and indivisibilities in the production of goods),
the size of the market limits the number of goods that can be produced
without loss. This is what led Young (1928) and Kaldor (1967, p. 14) to view
increasing returns and productivity growth as a “macro phenomenon”.

Most important is the observation that ‘the largest advantage secured by the
division of labor among industries is the fuller realizing of the economies of
capitalistic or ‘roundabout methods of production’ (Young, 1928, p. 539). In
fact, in the process of division of labor among industries, whenever a new
industry is created following an increase in the extent of the overall market for
the good it produces, the firms in such industry benefit from the large overall
industry output, in the sense that they may adopt specialized machines, i.e.
roundabout methods of production.

2. Economies of Specialization and Industrial
Differentiation Models

Romer (1987, 1990) formalizes the idea that growth is sustained by the
increasing specialization of labor across an increasing variety of activities: as
the economy grows, the larger market makes it worth paying the fixed (or
sunk) costs of a larger and larger number of intermediate inputs. This in turn
raises the productivity of labor, thereby maintaining growth.

The model with economies of specialization3

The economy considered has two goods-producing sectors. One sector pro-
duces a final good that can be used for consumption or investment and

3 This section and the next rely on Gancia and Zilibotti (2005) and Aghion and Howitt (2009).
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operates under perfect competition. Investment must be thought as invest-
ment in the production of blueprints. The other sector produces intermediate
inputs (for the final goods sector) under imperfect competition. There is also a
research and development sector that produces blueprints (for the production
of the intermediate goods) and operates under perfect competition, and thus
free entry, making zero profits in equilibrium so that the price of blueprints is
equal to the costs associated to their development.

Production in the final goods sector (Y) uses labor (L in fixed supply) and a
variety of intermediate inputs whose number A varies over time:

Y ¼ ðPIai Þ L1�a 0< a<1 ð1Þ
where Ii is the amount of intermediate good i. We can interpret each of these
intermediate goods as a step in the production process. An increase in
the number of intermediates or components implies a finer division of labor.
Due to economies of specialization, this greater division makes labor more
productive.

Each unit of intermediate good i produced requires the input of one unit
of final good (a one for one technology). Despite the simple one to one
technology, imperfect competition arises from the presence of product dif-
ferentiation. Let X be the total amount of final good used in producing
intermediates. According to the one for one technology X equals total inter-
mediate output: X = 
 Ii

Now suppose that each intermediate product is produced in the same
amount I (as it will in equilibrium). This implies I = X/A, where A is the
number of intermediate products, a measure of product variety. Substituting
into (1), we get:

Y ¼
X

ðX=AÞa L1�a ¼ A ðX=AÞa L1�a¼ A1�a Xa L1�a ð2Þ

with dY/dA = (1�a) Y/A > 0which shows that final goods production is increas-
ing inA. Thus, according to the production function, product variety enhances
the productivity of the economy: the greater the degree of specialization and
differentiation within the economy the higher the productivity of labor.

Each intermediate product is produced by a monopolist who seeks to maxi-
mize profits equal to:

�¼ pi Ii�Ii ð3Þ
where pi is the price of intermediate good i and the second Ii is the cost
according to the one for one technology.

How is the price determined? Since the final goods sector operates under
perfect competition, pi will be the value of the input’s marginal product:
pi = dY/dIi = a Ii

a�1 L1�a. Using (3) and the expression for pi, the monopolist
profit is then: � = a Ii

a L1�a – Ii. What will be the quantity produced Ii? Profit
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maximization implies the first order condition: d�i/dIi = a2 Ii a�1 L1�a – 1 = 0,
whichmeans that the equilibrium quantity will be the same constant in every
sector i: I = [a2/(1�a)] L. The equilibrium profit flow will be:

�¼ ð½1� aÞ=a�a2=ð1�aÞL ð4Þ
Substituting X = A I into (2), we have: Y = A Ia L1�a. Since GDP = Y – X, we
have GDP = A (L1�aIa – I). Given that L and I are constant, the growth rate of
GDP (g) is: g = gA (= (dA/dt) (1/A)).

Product variety is assumed to grow at a rate that depends on the amount R of
final output that is used in research: dA/dt = ºR, where º is a parameter that
indicates the productivity of the research sector.

Free entry into the research sector implies that the present discounted value
of profits from innovation cannot exceed the entry cost. Profit is the flow of
revenue minus the cost (R) and the flow of revenue is the price of a blueprint
(�/r)4 times the flow of new blueprints (dA/dt = ºR). Thus, the zero profit
condition implies (�/r) º R – R = 0. This implies the research arbitrage equa-
tion: r = º�

To close the model we need to impose the relation between the growth rate
(g) and the interest rate (r) implied by the Euler equation, i.e., by the prefer-
ence side of the model. As in Chapter 3, the Euler equation shows the steady
state rate of growth as g = (r � æ)/ Ł, where r is the rate of interest, æ

is the discount rate, and 1/Ł is the elasticity of intertemporal substitution.
Combining the research arbitrage equation with the Euler equation implies:
g = (º� � æ)/Ł Substituting from (4) into this expression yields:

g ¼ fº ð1� aÞ=a�L a2=1�a � æg=Ł ð5Þ
The rate of growth is an increasing function of the productivity of research (º)
and the size of the labor force (L), and a decreasing function of the rate
of time preference (æ). The productivity of research, depending presumably
on the level of human capital in a more detailed model, has a positive
direct effect on the rate of expansion of product variety and thus productivity.
The growth rate depends positively on profits, through the research arbitrage
equation and the Euler equation, and profits depend positively on the
size of the economy which through this channel affects the growth rate. The
discount rate affects negatively the growth rate since it positively affects
current consumption and inhibits investment in research.

4 The blueprint entitles the monopolist in the intermediate goods sector to a flow of profit � in
perpetuity. The price that he is willing to pay for the blueprint must then be the present discounted
value of future profits, discounted with the interest rate. If the monopolist was willing to pay less
than that, the inventor of the blueprint would be able to find another entrepreneur willing to pay
more and at the same time make a profit.
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The model with economies of specialization and research spillovers

Suppose now that labor is used as an input in the research sector. Then
L = LY + LR where LY is labor employed in the final goods sector and LR is
labor employed in the research sector. The main changes with respect to the
previous model are the following. First, the profit flow in the intermediate
goods sector depends now on LY (rather than L): � = ([1�a)/a] a2/(1�a) LY.
Second, product variety now grows at a rate that depends on LR (rather than R):

dA=dt ¼ ºALR or gA ¼ ð1=AÞ ðdA=dtÞ ¼ ºLR

There are now two sources of increasing returns: specialization or product
differentiation and research spillovers in the sense that all researchers can
make use of the accumulated knowledge A embodied in existing designs.

The third change is that the flow of profit in the research sector is now: (�/r)
ºALR –wLR, where w is the wage paid in the Research andDevelopment (R&D)
sector. Setting this profit flow equal to zero yields r = ºA�/w.

The equilibrium wage rate w is found by setting it equal to the marginal
product of labor in the final goods sector (assuming that there is only type of
labor that can work in the final sector or in the R&D sector). Since each
intermediate sector produces the same constant output (I), the production
function in the final goods sector implies: Y = A Ia LY

1�a.
Setting thewage equal to themarginal product of labor implies: w = dY/dLY =

A Ia (1�a) LY
�a and using the expression for I (I = a2/(1�a) LY), we have:

w = (1�a) a2/(1�a) A, which implies that the wage grows at the same rate as
output and productivity.

Substituting from the expressions for � and w into the research
arbitrage equation, we get: r = a º LY. Since g = gA = ºLR = º(L – LY). This implies
r = a (ºL – g). Substituting this expression into the Euler equation and solving
for g, we get

g ¼ ða º L� æÞ=ðaþ ŁÞ ð50Þ
As before, this expression shows the rate of growth increasing with the prod-
uctivity of research (º) and with the size of the labor force (L), and decreasing
with the rate of time preference (æ).

Figure 5.1 shows a graphical determination of the growth rate at the
intersection of two linear functions. The line SS corresponds to the Euler
equation showing the steady state rate of growth as a positive function of
the interest rate g = (r � æ)/Ł. This can be seen as a supply of saving schedule.
The equation for line DD, derived from the research arbitrage equation, is r = a
(ºL – g) and establishes a negative relationship between the interest rate and
growth that can be interpreted as a demand for funds equation.
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Policy implications

What are the welfare implications of product variety models? There are two
reasons why the decentralized equilibrium is inefficient in these models. First,
firms in the intermediate goods sector exert monopoly power and charge a
price in excess of the marginal cost of production. This leads to an underpro-
duction of each variety of intermediate goods. Second, the accumulation of
ideas produces externalities that are not internalized in the laissez-faire econ-
omy. Innovating firms compare the private cost of innovation with the pre-
sent discounted value of profits. However, they ignore the spillover on the
future productivity of innovation.

Since technical change consists of horizontal innovations that do not turn
previous goodsobsolete, so that the entryofnewfirmsdoesnot reducepreviously
existing rents, innovation does not cause “creative destruction” as in Schumpe-
terianmodels.As a result, andgiven that the intertemporal knowledge spillover is
not internalized, growth is always sub-optimally low in the laissez-faire equilib-
rium. Policies aimed at increasing research activities (e.g., through subsidies to
R&D or intermediate production) are both growth- and welfare-enhancing.

Trade, integration and growth in the product variety model

Traditional trade theory has focused on static gains from trade. These gains
can explain why an open economy has a higher level of income but not why it
may grow faster. Endogenous growthmodels of an open economy address the
challenge of showing why an open economymay grow faster. While there are
in principle various channels throughwhich can affect TFP (see Grossman and
Helpman, 1991), the channel on which most of the literature has focused is
the increase in the number of available input varieties brought about by a
trade liberalization.

SS
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g
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Figure 5.1 A model with economies of specialization
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Product variety models feature scale effects on growth in the sense that the
rate of growth of the economy depends on the size of the labor force. This
has clear-cut implications for economic integration. If two economies merge,
the growth rate of the single, unified economy will be larger than the two
previously separate entities. Indeed, consider two identical economies with
the same labor force, L = L*. In isolation, each country grows at a rate given
by eq. (50). If they merge, the integrated country grows at a higher rate
given by: g = [a º (L + L*) � æ]/(a + Ł) = (2a º L � æ)/(a + Ł).

Consider now the effects of trade in these models. These effects depend on
whether knowledge spillovers remain localized within national borders or not
and on the level of development of the two economies. In the case of local
spillovers and identical economies with L = L* and A = A*, where the asterisk
refers to the foreign country, growth is unaffected by trade (Rivera-Batiz and
Romer, 1991). The reason is that growth can only be affected by the split of the
labor force between the goods and R&D sectors. In this case trade increases
the productivity of workers in production and the profitability of research by
the same proportion leaving the sectoral division of the labor force unaffected.
Thus trade brings only static gains as a result of the increase in the variety of
intermediate products available.

If initially productivity levels are different, trade leads to specialization and
an increase in the growth rate (Devereux and Lapham, 1994). This is because
the country with an initial advantage in productivity reduces employment in
production and increases research activity which increases growth. Although
trade leads to no innovation in the less advanced country, the location of
innovation has no effect on the relative welfare of the two countries as final
goodproducers in the twocountries canuse the samevarieties of intermediates.

If knowledge spillovers cross national borders, the flow of new designs is
now proportional to the world stock (A + A*) in the two countries and thus,
even if the composition of the labor force remained unaffected, the product-
ivity growth rate increases. Moreover, the larger knowledge spillover increases
the productivity of the R&D sector and leads to an increase in employment in
this sector which is growth enhancing. This is equivalent to an increase in º

which shifts the DD schedule upwards in Figure 5.1 leading to a higher
interest rate and growth rate in both countries.

As noted by Rodriguez and Rodrik (2001), contrary to the belief that
endogenous growth models have provided the link between trade and growth
missing in traditional trade theory, the answer of these models to the question
of whether trade promotes growth in a small open economy is ambiguous and
depends on how trade specialization reallocates resources, benefiting or not
sectors that generate long-term growth through externalities in research and
development or expanding product variety. Examples of such models, which
formalize old ideas about infant industry protection, are present in Grossman
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and Helpman (1991), Matsuyama (1992), Feenstra (1996), and Rodriguez and
Rodrik (2001). We shall return to this subject in Chapters 9 and 14.

Criticisms and empirical assessments5

Product variety models, in closed and open economies alike, feature scale
effects on growth. These effects have, however, unrealistic implications.
Since the size of the labor force has a level effect on the rate of growth, with
a growing population the rate of growth of output should itself be increasing
over time. This clearly has not happened. As noted by Jones (1995), the
number of R&D scientists has increased almost nine fold since 1953 while
the growth rate of output and technology has not increased.

The scale effect on the economy’s rate of growth is due to a key assumption
in these models. This is that the rate of technological progress is a linear
function of the number of workers who are devoting their time to R&D, i.e.,
gA = ºLR. There are two features that are unsatisfactory in the implicit technol-
ogy production function. The first is that the rate of growth of technology does
not depend on the level of technology. There are in fact two likely effects of
the level of technology. One is that the invention of ideas in the past raises the
productivity of researchers in the present. The discovery of calculus, the
invention of the laser, and the development of integrated circuits are
examples of ideas that have increased the productivity of later research. This
effect has been called the “standing on the shoulders” effect.6 This is a positive
effect of the level of technology on the rate of technology creation. This would
suggest a technology production function in which the rate of productivity
growth is a function of LR, º, and the level of technology with a positive
exponent: gA = º LR AÅ.

There is another effect of the level of technology. Perhaps the most obvious
ideas are discovered first and subsequent ideas are increasingly difficult to
discover. This is the “fishing out effect” according to which the fish become
harder to catch over time. This is a negative effect of the level of technology on
the rate of technology creation. Further, because more is known today than in
the past, it takes more effort for a researcher to learn everything required to
work at the cutting edge. This would suggest a production function in which
the rate of productivity growth is a function of LR, º, and the level of technol-
ogy with a negative exponent: gA = º LR A�ç.

5 For empirical assessments of product variety models, see Jones (1996, 2002), Aghion and
Howitt (2009), Weil (2009).

6 After Newton’s famous statement that “If I have seen farther than others, it is because I was
standing on the shoulders of giants” recognizing how Newton had benefited from the knowledge
created by previous scientists such as Kepler.
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Note that the simple technology function assumed above makes the impli-
cit assumption that the standing on the shoulders effect and the fishing out
effect cancel each other out. This makes dA/dt to be a linear function of A. As
Romer (1990, p. S84) explains: “Linearity in A is what makes unbounded
growth possible, and in this sense, unbounded growth is more like an assump-
tion than a result of the model....... If A were replaced ..... by some concave
function of A ....... This will cause the rate of growth to slow down”.

This linearity assumption has been questioned (see, in particular, Jones,
1995; and Weil, 2009, ch. 9). As already mentioned, the number of R&D
scientists has multiplied several times since the 1950s while the growth rate
of technology has not increased. This suggests that the fishing out effect is the
dominant influence on the pace of productivity growth. This would suggest a
technology production function in which the rate of productivity growth is a
function of LR, º, and the level of technology with a negative exponent: gA = º

LR A�Ł�
The second unsatisfactory feature of the simple technology production

function is that the growth rate of technology is proportional to the number
of people engaged in R&D (i.e., gA is proportional to LR). The assumption is
that there are constant returns to labor in the technology function. There are
in fact likely to be decreasing returns to labor in technology production so that
doubling the number of researchers doing R&D will less than double the rate
of technology creation. The reason is that duplication of effort is more likely
when there are more people engaged in research. This would imply a technol-
ogy function such as: gA = º LR

�, where the exponent � is a parameter between
0 and 1.

Combining the two features, the effect of the level of technology and the
assumption of decreasing returns to labor in technology production, we get a
technology production function of the form: gA = º LR

� A�Ł (see Jones, 1995).
One implication of this production function is that if the rate of technology
growth is constant over time, as it has roughly been over the past 100 years,
then the rate of technology creation depends on the rate of growth, rather
than the level, of the labor force employed in the R&D sector. Indeed, taking
logs and differentiating with respect to time, the equation then implies: �LR̂ =
ŁgA, and thus gA = �L̂R/Ł. In this case long-run per capita growth is proportional
to the rate of population growth rather than its level. A policy implication is
that incentives to research and development may affect the level of income
but not its long-run rate (see Jones, 1999). Another implication of this result is
that in the very long run when the population stabilizes and the share of
researchers in the labor force approaches a maximum, the rate of technology
creation will inevitably slow down as a consequence of the fishing out effect
and the presence of decreasing returns to labor in technology production. In
the short and medium term the rate of technology creation can continue
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unabated as those effects are offset by a continuous increase in the share of
researchers in the labor force and the incorporation of new countries to the
cutting edge of technology.

Product variety models can also be criticized as a formalization of Young
ideas. Are these models a formalization of how the division of labor increases
with the size of the market according to Young? Lavezzi (2001) argues
that there are important differences between product variety models a la
Romer (1987, 1990) and Young’s vision. These differences include the use of
an equilibrium approach against the disequilibrium approach chosen by
Young, a supply oriented model in Romer versus an important role for
demand in Young, and a different emphasis on fixed costs whose role was in
fact played down by Young.7 We can add that a key aspect of Young’s vision is
the use of machinery as a consequence of the division of labor simplifying the
production process “into a succession of simpler processes, some of which, at
least, lend themselves to the use of machinery”. It is clear that the models
presented, which omit in fact fixed capital, have no role for this process and
thus miss what according to Young is the largest advantage secured by the
division of labor among industries: the fuller realizing of the economies of
capitalistic or “roundabout” methods of production.

3. Schumpeterian Models of Endogenous Innovation
and Creative Destruction8

The process of economic growth under capitalism as one of “creative destruc-
tion” emphasized by Schumpeter has been formalized in Aghion and
Howitt (1992, 1998), Grossman and Helpman (1991, 1991a) and Segerstrom,
Anant, and Dinopoulos (1990). Here, by contrast to the product varietymodels,
growth is generated by a sequence of quality-improving (or vertical innov-
ations) so that the innovations that drive growth by creating new technologies
also destroy the results of previous innovations by making them obsolete.

From the perspective of Schumpeterian growth theory, product variety
models suffer from two main shortcomings (Aghion and Howitt, 2006).
First, there is no role in these models for the notion of a technology frontier
and for distance to the frontier. Gershenkron’s advantage of backwardness,
which has an important role in technology gap models, Nelson and Phelps

7 As argued by Sandilands (2000, p. 315, cited by Lavezzi, 2001): “Young did not say that
specialization is limited by the presence of fixed costs though he did say that specialization
increasingly took the form of greater roundaboutness in the economy as a whole. In his theory,
fixed costs and increased roundaboutness are not so much a constraint on growth as its
consequence”.

8 The formalization in this section relies on Aghion and Howitt (2009).
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writing and, as we shall see, Schumpeterian models, has therefore no place in
product variety models. Second, there is no role in these models for exit and
turnover of firms, a crucial aspect when innovation as in Schumpeterian
models turns old production methods obsolete. In fact, exit of firms can
only reduce GDP in the product variety model by reducing the number of
varieties that determines aggregate productivity. This implication appears to
contradict a number of empirical findings regarding the role of threat of entry
and product market mobility in economies near the technology frontier (see
Aghion, Blundell, Griffith, Howitt, and Prantl, 2004). Let’s turn to describe a
simple Schumpeterian model.

Technology and market structure

The economy considered has a fixed labor supply (L). There is a competitive
final goods sector using labor and a single intermediate product (I) with a
Cobb-Douglas production function:

Y ¼ IaðA LÞ1�a 0< a<1 ð6Þ
where A is a productivity variable. Production of the intermediate good uses
final good as an input with a one for one technology, just as in the product
variety model. Final output that is not used for intermediate good production
constitutes GDP available for consumption and investment in research. GDP
is thus:

GDP ¼ Y� I ð7Þ
The intermediate good is produced by a monopolist that maximizes profit �,
which measured in units of final good is given by: � = p I – I, where p is the
price of the intermediate good relative to the final good. This is just as in the
product variety model.

How is the monopolist price determined? The monopolist price will be the
marginal product of the intermediate good in the final sector. Using the
production function (6), we have then: p = dY/dI = a Ia�1 (A L)1�a.

Themonopolist chooses the quantity I that maximizes profit given by:� = a
(A L)1�a Ia – I (substituting the expression for p into the expression
for profit). The quantity I is thus obtained from setting d�/dI = 0 which
implies a2 (A L)1�a Ia�1–1 = 0. Solving for I, we get

I ¼ a2=ð1�aÞA L ð8Þ
and substituting into the expression for profit, equilibrium profit is: � = � A L
where � = (1�a) a(1 + a)/(1�a).
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Note that both I and � are proportional to the effective labor supply
AL. Substituting from (8) into (6) and (7), Y and GDP are also proportional
to AL: Y = a2a/(1�a) A L, and:

GDP ¼ a2a=ð1�aÞð1� a2ÞA L ð9Þ

Innovation and growth

In each period, there is one person (the “entrepreneur”) who has an oppor-
tunity to attempt an innovation. If she succeeds, the productivity of the
intermediate product will go from At�1 up to At = ªAt�1, where ª, reflecting
the size of the innovation, is a parameter greater than 1. Otherwise, i.e. if she
fails, At = At�1.

Innovation requires research. The probability Å that an innovation occurs
in any period t depends on the amount of the final good spent on research,
R: Å = ç (RA), where RA = R/A* and A* = ªAt�1 is the productivity of the new
intermediate product that will result if the research succeeds. The reason why
the probability of success depends inversely on A* is that as technology
advances it becomes more complex and thus harder to improve upon. There
is a “fishing out effect”.

Assume that the innovation function ç (.) takes the following form: ç (RA) =
º RA�, where º reflects the productivity of research and 0 < � < 1. Then
the marginal product of (productivity adjusted) research in generating innov-
ations is positive but decreasing:

ç0ðRAÞ ¼ º � ðRAÞ��1 >0 and ç00ðRAÞ ¼ º � ð��1Þ RA��2 <0

If the entrepreneur at t successfully innovates, she will become the intermedi-
ate monopolist in that period. The reward to a successful innovator is the profit
�*t that she will earn as a result. Since the probability of success is ç (RA), her
expected reward is: ç(RA) �*

The net benefit from research is the expected reward minus the cost of
research, R: ç(RA) �* – R. The entrepreneur will choose the investment in
research (R) in such a way as to maximize the net benefit. The first order
condition is: ç’(RA)�*/A* –1=0,which implies the research arbitrage equation:

f0ðRAÞ �L ¼ 1 ð10Þ
using � = � A L. The right hand side of eq. (10) is the marginal cost of research
(= 1). The left hand side is the marginal benefit of research (the incremental
probability of innovation times the value of a successful innovation). Under
the Cobb Douglas formulation, the corresponding values of RA and Å are: RA =
(� º �L)1/(1��) and Å = º1/(1��)(��L)�/(1��)
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The rate of economic growth is the proportional growth rate of GDP/L
which according to (4) is the growth of A: ª = (At – At�1)/At�1. This means
that growth will be random: with probability Å, g = (ªAt�1 – At�1)/At�1 = ª – 1,
and with probability (1�Å), g = 0.

What will be the economy’s long-run average growth rate? By the law
of large numbers, the mean of the distribution will also be the economy’s
long-run growth rate: g = E (g) = Å(ª � 1). Substituting from the expression
for Å, we get:

g ¼ º1=ð1��Þð��LÞ�=ð1��ðª� 1Þ
This expression shows that the rate of growth is an increasing function of the
productivity of research (º), the size of innovations (ª), and the size of the
population (L). The model thus highlights the importance of education
(which affects the productivity of research) and implies that a country that
lags behind the world technology frontier has the advantage of backwardness
(since ª is likely to be larger). It also features a scale effect (since growth
depends on L) just as the product variety model.

Innovation and product market competition

In the previous model there is no threat of entry by potential competitors.
In industrial organization theory this is called the drastic innovation case.
Instead, now suppose that there is a competitive fringe of firms able to
produce a “knock off” product that is perfectly substitutable for the monopol-
ist’s intermediate product but is more expensive to produce. It costs q > 1 units
of final good to produce. Then the incumbent monopolist cannot charge
more than q in equilibrium, since otherwise potential competitors would
displace him. Thus we have now that the price p of the monopolist intermedi-
ate good must be less or equal than q: p � q.

The price chosen by the monopolist in the absence of potential competitors
is 1/a. Indeed, substituting I = a2/(1�a) A L into p = a Ia�1(A L)1�a yields p = 1/a.
When q > 1/a, the limit price constraint is not binding and we have the drastic
innovation case examined previously.

When q < 1/a, we have the non drastic innovation case. The model is
modified as follows. Using p = q, substituting into the expression for p before
and solving for I, the equilibrium quantity is now: I = (a/q) [1/(1�a)] A L. Note
that we can use the earlier expression for p because the final goods sector
being a competitive sector, the price (q now) is still equal to marginal product
of the intermediate product.
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The monopolist’s equilibrium profit is thus:� = pI – I = �AL where � = (q�1)
(a/q)1/(1�a), which can be shown to be increasing in q (provided that q < 1/a,
the non drastic innovation case).

The growth rate is the same as before: g = º1/(1��) (��L)�/(1-� (ª�1) with,
however, the important difference that now � is an increasing function of q.
In addition to the properties of the previous model, what are the new implica-
tions of the present one? First, growth increases with the degree of property
rights protection, as measured by q, to the extent that a higher q may reflect
stronger patent protection (which increases the cost of imitating the current
technology). A higher q should thus lead to more intense research as it raises
the profit that accrues to a successful innovator, thus leading to higher
growth. Second, growth decreases with the degree of product market compe-
tition, to the extent that a lower q may reflect an increased ability of other
firms to compete against an incumbent monopolist. This is an insight that
goes back to Schumpeter (1942). As Schumpeter realized, well before recent
endogenous growth theory, technological progress is inconsistent with a very
high degree of competition in product markets. As he put it:

The introduction of new methods of production and new commodities is
hardly conceivable with perfect—and perfectly prompt—competition from the
start. And this means that the bulk of what we call economic progress is incompat-
ible with it. As a matter of fact, perfect competition is and always has been
temporarily suspended whenever anything new is being introduced—automatic-
ally or by measures devised for the purpose—even in otherwise perfectly competi-
tive conditions. (Schumpeter, 1950, pp. 104–5).

The empirical evidence on competition and innovation in developed coun-
tries does not fully confirm Schumpeter’s insight. The empirical relationship
across industries between innovative activity (measured by patents) and com-
petitive market structures has the shape of an inverted U: innovation increases
with competition but only up to a point beyond which more competition
discourages innovative activity. Aghion and Howitt (2009) have extended
Schumpeter’s analysis of the effects of competition on innovation and
explained the inverted U relationship arguing that these effects are ambigu-
ous. More precisely, in addition to the negative Schumpeterian effect, there is
a positive effect that results from the fact that an innovation that improves the
quality of an intermediate product can reduce the potential competition of
the competitive fringe of firms and thus increase the post-innovation profits
of the monopolist. The higher is the competition of the fringe, the higher are
the post-innovation profits and the stronger the incentive to innovation. This
is the “escape from competition effect” which Aghion and Howitt argue will
bemore intense the closer an economy is to the technological frontier. Aghion
and Howitt (2005) illustrate the operation of the two effects of competition
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with the industrial policies of Japan and South Korea during their industrial-
ization period: a combination of trade protection for firms producing for the
domestic market and operating with technologies behind the frontier and
export incentives and targets for firms competing in the international markets
and closer to the technological frontier.

Aghion and Howitt (2006) explain the inverted-U shape of the relationship
between competition and innovation as follows: at high degrees of competi-
tion, they argue, an increase in competition results in a slower innovation rate
as the negative Schumpeterian appropriability effect predominates. At low
degrees of competition, by contrast, there is little incentive for neck-and-neck
firms to innovate, so that an increase in competition results in a faster
innovation rate as the overall effect of competition becomes dominated by
the escape-competition effect.

Policy implications

Thewelfare implicationsof the Schumpeterianmodel canbederivedby compar-
ing the allocation of labor in the Schumpeterian model with that of a social
planner which maximizes utility. There are three main differences. The first is
that the social planner in deciding the allocation of resources will take into
account that each innovation increases the productivity of future innovations
(whichwill bemade by future innovators). In themodel, the innovator does not
take into account this intertemporal spillover and thus will allocate too few
resources to research and development. This reduces the rate of growth below
the level that would prevail in the allocation of the social planner. The second
difference is that the social plannermaximizes utility (or total output) while the
monopolist maximizes profits. Since profits are only a part of output this appro-
priability effect generates also too little investment in researchunder laissez faire.

The third difference is paradoxical. The social planner will tend to internal-
ize the loss caused by an innovation to the incumbent monopolist. He will,
that is, internalize the costs of “creative destruction”. Private enterprise does
not internalize these effects. This tends to generate too much investment in
research under laissez faire. It is then possible, as observed by Schumpeter, that
the economy’s growth rate under laissez faire is excessive compared to the
socially optimal growth rate!

4. A Schumpeterian Model of Capital
Accumulation and Innovation

The product variety model and the Schumpeterian model, in the versions
presented in this chapter, assume physical capital accumulation away. In
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this section, I present a Schumpeterian model that includes both endogenous
capital accumulation and endogenous technological progress. As the reader
will see, in addition to the factors that determine growth in the Schumpeter-
ian model, the savings/investment rate will also be a determinant of the
growth rate.

Technology and market structure

As in the one sector Schumpeterian model, final goods production is given by:

Y ¼ IaðA LÞ1�a 0< a<1 ð11Þ
The simplest way to bring in capital is to have the intermediate good be
produced with capital. So assume that the final good is now storable, in the
form of capital, and the intermediate good is produced with capital according
to the production function: I = K

The monopolist price is again the marginal product of the intermediate
good: p = dY/dI = aA1�aIa�1 (setting, for simplicity, L = 1). The monopolist
cost is the rental rate of capital (Rk) times the capital stock: Rk K or, using the
production function, RkI. The monopolist chooses the quantity produced I in
order to maximize profit given by: � = aA1�a Ia � RkI. The first order condition
implies the quantity:

I ¼ ða2=RkÞ1=ð1�aÞA;which implies: ð12Þ

K ¼ ða2=RkÞ1=ð1�aÞA ð120Þ

Let k = K/AL be the capital stock per effective worker. Solving (12’) for Rk as a
function of k yields:

Rk ¼ a2ka�1 ð13Þ
which implies that the rental rate is a decreasing function of the capital stock
per effective worker.

From (12) and (12'), we have:

I ¼ A L k ð14Þ
Substituting (13) and (14) into the expression for profits, we get:

�¼ að1� aÞkaA L ð15Þ
showing that profits are increasing in the capital stock per effective worker, k.
This is because an increase in k reduces the monopolist’s per unit cost of
production as it reduces the rental cost Rk.

A Schumpeterian Model of Capital Accumulation and Innovation

119



Substituting now from (14) into (11), we get the following expression
for Y:

Y ¼ A L ka ð16Þ
which is the production function used in the neoclassical model.

Innovation and capital accumulation

As in the Schumpeterian model, there is an entrepreneur who has an oppor-
tunity to attempt an innovation. If successful, the productivity parameter goes
from At�1 to At = ªAt�1 where ª > 1. The probability of success is as before:
Å = ç(RA) = º(RA)�where A*t = ªAt�1.

Research expenditure (R) will be chosen, as in the basic Schumpeterian
model, to maximize net benefit: ç(RA)�* – R, where �* is the profit if she
succeeds. The first order condition is: ç’(RA) �*/A* – 1 = 0, which we can write
using (15) as: ç’(RA)a(1�a)ka = 1, where ç’(RA) = �º RA��1 as before. This
implies: RA 1�� = � ºa(1�a) ka. That is, the productivity-adjusted level of
research, RA, is an increasing function of k. This is simply because a higher
k increases the monopoly profit that constitutes the reward for innovation.

As before, the productivity growth rate gA is the frequency of innovations
ç (RA) times the size of innovations (ª � 1). Then, productivity growth is also
an increasing function of k:

gA ¼ º RAsðª� 1Þ ð17Þ
where RA is increasing in k such that (RA)1�� = � ºa (1�a)ka.

The dynamic equation for the capital stock is: Kt + 1 – Kt = sY � �K. Dividing
by K, and using eq. (16), we get:

gK ¼ sY=K� �¼ ðsALka=KÞ � �¼ ðs=k1�aÞ � � ð18Þ
Eq. (18) shows that the rate of capital accumulation is a decreasing function of
k. It can be shown that the economy will converge to a steady state in which
gA = gK and capital per effective worker remains constant over time. Indeed,
suppose that initially gK > gA and the capital stock is growing faster than
productivity. Capital per effective worker is growing over time. This will reduce
gK and increase gA until both growth rates are equal. Similarly, if gA > gK
initially, capital per effective worker will be falling over time. This will reduce
gA and increase gK until both rates are equal.

The determination of the rate of economic growth and capital per effective
worker is shown in Figure 5.2 in (g, k) space at the intersection of the upward
sloping line, gA (k), given by eq. (17) and the downward sloping line, gK(k),
given by eq. (18).
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The determinants of the growth rate in the steady state involve the prod-
uctivity of research and the size of innovations, ª and º which shift the gA (k)
line upwards, thus increasing g and reducing k. It also now includes the
savings rate (s) which shifts the gK (k) line up, increasing both g and k. Thus,
the economy’s steady state is determined by the key parameter of the neoclas-
sical model (the savings/investment rate) as well as by the parameters of the
Schumpeterian innovation function (ª and º). Using eqs (17) and (18) and
assuming � = 0, the expression for the steady state growth rate (g*) is:

g* ¼ sa�=eº½dþ sð1�aÞ�=eðª�1Þd=e½�að1� aÞ��ð1�aÞ=e

with d = (1�a) (1��) and e = a� + d, where, again, s is the investment rate, º is
the productivity of research, ª is the size of innovations, and � is a parameter of
the innovation such that 0 < � < 1.

What keeps labor productivity growing in the steady state despite the fact
that there are diminishing returns to capital? This is the fact that capital accu-
mulation tends to reduce the rental rate of capital which increases profits in the
intermediate goods sector operating under monopolistic conditions. The larger
profits stimulate investment spending in research and development which
eventually lead to technological innovations that increase productivity A.
This increase in productivity tends to offset the role of diminishing returns to
capital, and keeps growth going on instead of coming to a stand still as happens
in the neoclassical model (in the absence of exogenous technical progress).

It is worth noting that the model has interesting critical implications for
growth decomposition exercises, i.e., for exercises that decompose the growth
of output into its “sources”: the changes in the capital stock, the labor force
and productivity. In these exercises, total factor productivity growth and
capital accumulation are treated as independent of output growth and inde-
pendent of each other. This may be valid if the economy behaves like in the
neoclassical model where growth equals in the steady state the exogenous rate

gA, gK

k

gA(k)

gK(k)

Figure 5.2 A Schumpeterian model with capital accumulation
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of labor augmenting technological progress.9 In the present model, however,
productivity growth is endogenous and we cannot speak meaningfully of it as
causing output growth.10 Indeed, consider a change in the incentives to invest
in research resulting from greater patent protection. This change will result in
a higher steady state growth rate that we should attribute to the forces of
innovation since it is in the innovation side of the economywhere the change
occurred. But consider now a change in the savings rate that shifts the gK curve
to the right causing again an increase in the growth rate. In this case the
change should be attributed to capital accumulation since the reason for it was
a change in the savings rate and not in innovation. In both cases, a growth
accountant will conclude that a fraction “a” of the change in growth is due to
capital accumulation (capital deepening) and a fraction (1–a) is due to the
growth of TFP as implied by the Cobb-Douglas production function. However,
it is clear that in one case the change was due to innovation and in the other it
was due fully to capital accumulation.11

Criticisms and empirical assessment

New growth theory has been criticized from an evolutionary perspective as a
formalization of the Schumpeterian process of creative destruction and as
offering an insufficientdeparture fromoldneoclassical growth theory.12Perhaps
the most comprehensive theoretical assessment from this perspective is Nelson
(1998) who argues that some of the basic assumptions of new growth theory
inhibit its ability, just as much as in old neoclassical theory, to throw light into
the process of economic growth as a disequilibrium phenomenon led by firms
with different capabilities that operate under Knightian, or fundamental, uncer-
tainty rather thanperfect foresight or quantifiable risk, and that is supportedbya
rich body of economic institutions including a system of research universities.

In their empirical assessment of the Schumpeterian model, Howitt (2000)
and Howitt and Mayer-Foulkes (2005) argue that the model is consistent with
two key features of the evolution of the world’s income distribution (reviewed
in Chapter 1): the increasing productivity and income gap between the richest
and the poorest countries (the great divergence) and the narrowing of prod-
uctivity differences among a number of today’s industrialized countries (club

9 Even in this case capital accumulation is not independent of technological progress.
10 The exception would be when the gA curve is horizontal so that the rate of technological

progress does not respond to capital accumulation. In this case, as in the neoclassical models,
innovation would be the only force determining the long-run growth rate.

11 Another, older objection to growth decomposition exercises, is also mentioned by Aghion
and Howitt (2009, ch. 5). This arises from the fact that technological progress is often embodied in
new capital goods, which makes it hard to separate the influence of capital accumulation from the
influence of innovation.

12 On evolutionary theory, see, especially, Nelson and Winter (1982).
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convergence). They construct a multi-country Schumpeterian model that
features long-run convergence to the same growth rate in all countries
engaged in R&D, and stagnation, and thus divergence, in those countries
which do not invest in R & D. That is, as in the neoclassical model countries
converge to parallel growth paths with the same growth rate of productivity
but unlike the neoclassical model productivity growth is endogenous and
convergence, resulting from innovative activity and technology transfers, is
restricted to countries investing in R & D. Moreover, long-run differences in
relative productivity and income levels are explained not only by incentives to
accumulate capital but also by incentives to innovate.

How do Howitt and Mayer-Foulkes (2005) generate divergence between
richest and poorest countries and club convergence among the high and
middle-income countries? A key feature of their model makes the change in a
country’s productivity a function of the distance to the technological frontier
(the technology gap) and a measure of absorptive capacity. Thus, just as the
Nelson and Phelps model (see Chapter 4), the model features Gershenkron’s
“advantage of backwardness”, i.e. the larger the technology gap the faster the
rateofdomestic productivitygrowth. This is so givenabsorptive capacitywhich
is a function, as in the Schumpeterian models reviewed above, of the product-
ivity of the innovation process, the incentive to innovate, the incentive to
save, and the quantity or quality of education. Moreover, absorptive capacity
depends on relative productivity itself as affected by geography, policies and
institutions that tend tomake productivity higher even if they donot affect the
innovation process. This positive “absorption effect” of relative productivity
on absorptive capacity makes their model different from that of Nelson and
Phelps which makes absorptive capacity a function of human capital.

The reason why now absorptive capacity is itself a function of relative
productivity (the ratio of domestic productivity to the frontier) is the result
of a “fishing out effect” in the innovation process and a human capital
externality in skill formation. Due to the first effect, the more advanced the
technology the more difficult it is to innovate. That is, the level of entrepre-
neurial skill required to innovate at any given rate rises with the global
technological frontier. At the same time, the human capital externality is a
local one: the acquisition of skills is more productive in a technologicallymore
advanced economy where there is more to learn from others. Thus, the actual
level of entrepreneurial skill rises only with the domestic level of productivity.
As a result absorptive capacity is a positive function of relative productivity: it
rises with the absolute level domestic productivity and falls with the level of
the global technology frontier. This implies a disadvantage of backwardness
since absorptive capacity falls with the technology gap.

The combination of Gershenkron’s advantage of backwardness and the
disadvantage of backwardness implied by the positive relationship between
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absorptive capacity and relative productivity can generate a variant of Benha-
bib and Spiegel’s (2005) extension of the Nelson and Phelps model. Recall that
in this extension there is a threshold value of absorptive capacity (or relative
productivity) below which the rate of growth of the followers with low
absorptive capacity diverges as the disadvantage of backwardness dominates
over the advantages. In this case, the equilibrium relationship between the
productivity of the follower and that of the leader tends to zero. At the same
time, above the threshold level, when the disadvantage of backwardness does
not offset the advantages, the rate of growth of the follower’s productivity
converges to that of the technology frontier and the level of relative product-
ivity stabilizes at a steady state level determined by the key innovation and
investment parameters of the Schumpeterian model. The major difference,
however, between the two models is that Howitt and Mayer-Foulkes deter-
mine endogenously the rate of progress of the technological frontier. This is
the distinctive Schumpeterian feature of their model since there is nothing in
the interplay of the Gershenkron backwardness advantage and the backward-
ness disadvantage of the “absorption effect” that can be attributed to Schump-
eter’s writing. And it is precisely the interplay between those two effects that
allow the authors to generate a pattern of divergence between the richest and
poorest countries occurring simultaneously with a process of club conver-
gence among the more advanced countries.

In the Schumpeterian model, just as in Benhabib and Spiegel (1994 and
2005), technological advance can be generated either through the absorption
and implementation of existing frontier technologies or through innovation
on past technologies. Suppose now that different types of education spending
lie behind implementation and innovation: university education has a bigger
effect on the ability to make innovations while primary and secondary educa-
tion are more important in a country’s ability to implement existing frontier
technologies. If the relative importance of innovation increases as a country
moves closer to the technological frontier, the growth gains from investing in
tertiary education will be greater the closer the country is to the technological
frontier. And conversely, the farther behind a country is from the technology
frontier, the more growth enhancing will be the investments in primary and
secondary education. Using a fixed effects model with interaction variables,
Vandenbussche, Aghion, and Meghir (2006) find support for these implica-
tions of the model’s extension in the cross-country panel evidence on higher
education, distance to frontier, and productivity growth.

In the next four chapters we shall explore the earlier contributions
of classical development theory and discuss whether this analytical frame-
work provides a more convincing explanation of the processes of divergence
between richest and poorest countries and club convergence among the high
and middle-income countries.
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6

The Lewis Model and the Labor Surplus
Economy

Most of the neoclassical and endogenous growth models discussed in Chap-
ters 2 through 5 remain within the framework of a capitalist economy with a
single goods-producing sector, neglecting the coexistence of capitalist and
non capitalist sectors that development economists have generally viewed as
a most striking feature of “underdevelopment”. I bring in now, along with the
capitalist sector of the Solow model, a non-capitalist sector using “subsistence
technologies”. The simplest case refers to a two-sector, one-good economy,
with constant returns to scale in both sectors. This case has identical proper-
ties to Arthur Lewis (1954) classic model of economic growth with “unlimited
supplies of labor”: a long off-steady-state transition period in which the
capitalist sector faces a perfectly elastic labor supply, leading to a Solow-type
steady state in which the non-capitalist sector has disappeared. I consider
whether this provides a solution to the failure of the standard prediction of
neoclassical models, of a falling rate of profit, to come to pass, as noticed by
Arthur Lewis (1976).1 As noted in Chapter 2, this failure is what seems to be
behind the empirical shortcomings of the neoclassical model.

The chapter addresses two other major questions: (1) the conditions under
which the two sectors coexist and (2) those under which this coexistence
generates a more or less elastic labor supply to the capitalist sector. The
assimilation of these two different issues has been a source of confusion in
the past. Indeed, considerable confusion has prevailed in the development
literature about the exact meaning of the very influential concept of surplus
labor, its relation to the elasticity of labor supply, and its macroeconomic

1 According to Lewis: “All schools of economics have tried their hand at this [what will happen
to distribution], but their favourite forecast—the falling rate of profit—has not yet come to pass”.
(Gersovitz 1983, 452). Lewis was, of course, writing well before the appearance of endogenous
growth models with non diminishing returns to capital.



implications. In addition, I compare Lewis’ type of labor surplus to other
related notions and examine the factors affecting the elasticity of labor supply.
This analysis highlights the role of returns to labor in the subsistence sector,
the elasticity of substitution in consumption between subsistence and capit-
alist sector goods, and the existence of underemployment due to efficiency
wage considerations in the capitalist sector.

1. The Lewis Model

There are two sectors in the economy, indicated by subscripts S and M. Sector
M is a Solow-type capitalist sector. Sector S is non-capitalist in the sense that
workers there receive the average product of labor. This sector produces the
same (composite) good as the capitalist sector. Thus, it is one in which, to use
Haavelmo’s expression, workers know “different ways of doing the same
thing” (Haavelmo, 1954, p. 49). The key difference between the two sectors
is that the non-capitalist or subsistence sector uses a negligible amount of
capital in production. As stated by Lewis (1954): “The subsistence sector is by
difference all that part of the economy which is not using reproducible
capital” (p. 147).

The capitalist (or modern) sector uses a constant-returns-to-scale technol-
ogy. We assume, for simplicity, a Cobb-Douglas function: M = A Ka (LM)1�a,
whereM and LM are output and employment in this sector, and K is the capital
stock. In sector S, technology displays constant returns to labor, and output (S)
is then given by: S = wS LS, where wS is the given output per worker in the
subsistence sector and LS is the labor force employed in this sector.

Labor markets are competitive in the sense that “the wage which the
expanding capitalist sector has to pay is determined by what people can
earn outside that sector” (Lewis, 1954, p. 148). More precisely, the wage in
the capitalist sector is determined by the wage in sector S plus a wage premium
that the capitalist sector has to pay to attract workers from the subsistence
sector, determined by migration costs and the higher cost of living in con-
gested towns (Lewis, 1954, p. 150).2

The wage premium (f�1) is constant so that, as long as the two sectors
coexist, the capitalist sector pays a real wage wM given by:3

wM ¼ fwS for LS >0 (1)

2 There is also a hint in Lewis (1954) that the wage premium may be related to efficiency wage
considerations (in particular to the need to reduce turnover costs in the capitalist sector).

3 Because it is constant, the wage premium may, if one likes, be assumed equal to zero (so that
f = 1) without making any significant difference to the analysis that follows.

The Lewis Model and the Labor Surplus Economy

128



Employment (LM) in the capitalist sector is determined by the usual profit
maximization conditions under the technology constraint. Assuming perfect
competition in goods and labor markets, this implies the following demand
for labor in the M sector:

LM ¼ ½ð1� aÞA=wM�1=aK ¼ LMðwM;A;KÞ LM1 <0;LM2;LM3 >0 (2)

where wM is determined by the wage premium and productivity conditions in
the subsistence sector (eq. 1) as long as LM < L.

There is no open unemployment so that workers not employed in the
capitalist sector work in the subsistence sector: L = LM + LS

Lewis labor surplus, Keynesian unemployment and the Classical
subsistence wage

Figure 6.1 shows the determination of employment in the capitalist sector
and, by difference from the total labor force, the amount of labor employed in
the subsistence sector. When LM = L, and the subsistence sector has disap-
peared, the real wage will be determined by the intersection of labor demand
in sector M and the given overall supply of labor, as in the one sector model of
a mature economy.

What are the necessary conditions for the coexistence of the two sectors?
One condition is fairly obvious and we have already alluded to it: the average
product of labor must be less in the subsistence sector than in the capitalist
sector. Otherwise, the capitalist sector would not be able to generate a surplus;
the capital using technology would not be used and the whole of the labor
force would find employment in the subsistence sector. Lewis takes this
condition for granted when he says: “output per head is lower in [the subsist-
ence sector] than in the capitalist sector because it is not fructified by capital”
(p. 147).

The second condition can be derived from Figure 6.1. A positive fraction of
the labor force will find it worthwhile to employ itself in the subsistence sector
as long as what workers can earn there is more than the marginal product of
labor (adjusted for the wage premium) that would result from employing the
whole of the labor force in the capitalist sector. That is, a labor surplus will
exist as long as the average product of labor of the non-capitalist technology is
more than the marginal product of labor (MPL) at full employment in the
capitalist sector, equal to the real wage at the intersection of the labor demand
curve and the vertical line at L. It is then and only then that at least some
workers will be better off working in the subsistence sector rather than search-
ing for jobs in the capitalist sector.

Since the MPL at full employment is an increasing function of the economy-
wide capital-labor ratio, the coexistence of the two sectors will be characteristic
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of capital-scarce and labor-abundant countries.4 This is the type of economies
that Lewis had inmind and forwhichhe considered that theneoclassicalmodel
would not apply. In its determination of the real wage, the neoclassical model
makes the implicit assumption that theMPL at full employment is higher than
the subsistence wage. This, Lewis considered appropriate for a “mature econ-
omy” (and for “some parts of Africa and of Latin America” where “there is an
acute shortage ofmale labour”, p. 140), but not for those developing economies
where a capital shortage would give rise to a “labor surplus”.

It is worthwhile comparing this notion of labor surplus with two other
situations in which the level of employment in the capitalist sector can be
said to be demand-determined. The first is Keynesian unemployment (see
Figure 6.2). While Lewis labor surplus is the result of a low level of the econ-
omy-wide capital-labor ratio, unemployment in Keynes arises from a low level
of effective demand in the goods market. In Keynes, a deficiency of demand
for goods keeps the real wage above the marginal product of labor at full
employment and thus gives rise to an excess supply of labor. An increase in
effective demand for goods that reduces the real wage—by increasing the price
level, given the nominal wage—will then cause an expansion of employment
along the labor demand curve thus reducing unemployment.

The similarity with Lewis is that, in both cases, the real wage is above the
MPL at full employment in the capitalist sector. The difference is that, in
Lewis, nothing can be done about it by increasing effective demand in the
goods market. For employment in the capitalist sector to increase as a result of
an expansion in the demand for goods, the real wage would have to fall below
the wage in sector S (adjusted for the wage premium). This is prevented by

fws

LM LLS

wM

Ld
M

Figure 6.1 Lewis labor surplus

4 From eq. (2), setting LM = L, the marginal product of labor at full employment (MPLF) is given
by: MPLF = (1�a) A ka, where k is the economy-wide capital-labor ratio (K/L). MPLF is thus an
increasing function of k.
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competition in the labor market. The only way to reduce the labor surplus is
by expanding, not the aggregate demand for goods, but the capital stock: an
upward shift in the labor demand curve rather than a movement along it. In
modern terminology, the Lewis model refers to a situation of labor market
equilibrium with a labor surplus arising from a “real rigidity”. Keynes
unemployment is a situation of labor market disequilibrium associated with
(even if not due to) a “nominal rigidity”.

The classical model refers to another distinctive situation. In both Lewis
and the classical model, the capitalist sector faces a perfectly elastic supply
of labor at a “subsistence wage”. However, the meaning of “subsistence
wage” and the reasons for the elastic supply of labor are very different. The
classical model is really a one-sector model, in the sense that there is no
subsistence technology being used by a non-capitalist sector à la Lewis. The
labor supply for the economy as a whole is perfectly elastic in a very long-run
sense. It is through the effects of the real wage on population growth
and the operation of the Malthusian principle of population, that the labor
supply adjusts to the demand for labor at that wage (shown as ø in Figure 6.3)

LS

LD

U

w

L

Figure 6.2 Keynesian unemployment

ω

LD

L^S=0

w

L

Figure 6.3 The Classical subsistence wage
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which keeps population at a stationary level.5 Rather than a subsistence
sector, the classical model has an endogenous labor supply and the elastic
supply of labor is a locus of stationary population.

Short-run equilibrium and capital accumulation

We now derive, as we did in Chapter 2 for the Solow model, the schedule of
short-run equilibria showing themarket equilibrium real wage in the capitalist
sector (wM) at different levels of the economy-wide capital endowment per
worker (k).

As long as the two sectors coexist, i.e., in a labor surplus economy, the
equation of the schedule is given by (1). The equilibrium wage wM is
independent of k and determined solely by the wage in sector S and the
wage premium. The schedule of short-run equilibria in the labor surplus
economy is thus a straight line, shown in Figure 6.4 as the horizontal
segment of the w curve. Changes in the capital-labor ratio determine
changes in the employment share of the capitalist sector but leave the
real wage unaffected.6

When the subsistence sector disappears (LS = 0), the economy becomes a
“mature” one-sector economy. The equation of the w curve is now derived
from the market clearing condition that the total labor supply (L) is equal to

ln fws

w

w∗

ln wM

ln kk∗κ

Figure 6.4 The Lewis model

5 A simple formulation of the idea is to make the rate of change in the labor force (L̂) an
increasing function of the gap between the actual real wage and the subsistence wage: L̂ = f (w � ø)
with f ’ > 0 and f (0) = 0.

6 Dividing both sides of eq. (2) by L, we have: LM/L = ((1�a) A/wM)1/a k.When LM/L < 1, wM = f wS

and changes in k affect LM/L leaving wM constant. In contrast, when LM/L = 1, wM is determined by
wM = (1�a) A ka and increases in k then raise wM.
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labor demand in the capitalist sector (LM). Substituting this condition into
eq. (2) and solving for wM, we obtain:

wM ¼ Að1� aÞka (3)

In the mature economy, the w curve slopes upwards with slope equal to “a” in
(ln wM, ln k) space (see Figure 6.4) and is thus identical to that in the Solow
model. Let Œ be the capital-labor ratio at the turning point between a labor
surplus and a mature economy. At the turning point, the labor surplus has
been absorbed but the wage remains equal to the subsistence wage plus the
wage premium. Thus, the value of Œ can be derived by solving (2) for k under
wM = f wS and LM = L. This is Œ = [f wS/(1�a) A]1/a. In Figure 6.1 above, this is
the value of the capital-labor ratio for which the MPL at full employment in
the capitalist sector is just equal to the average product of labor in the subsist-
ence sector (plus the wage premium).

Consider now the schedule of long-run equilibria. Lewis followed the clas-
sical economists in viewing profits as themajor source of capital accumulation
and workers’ aggregate saving as negligible. We adopt this hypothesis and
assume that workers in both the capitalist and subsistence sectors consume all
their earnings. The rate of capital accumulation is then: I/K = s� r � �, where s�
is savings rate out of profits, and r and � are the profit rate and the depreciation
rate.7 If we leave aside technical progress, so that the natural rate of growth is
equal to the growth rate of the labor force (n), the steady state condition
becomes: s� r � � = n.

The profit rate as a function of the wage is derived as in Chapter 2. This is:
r = a A1/a [(1�a)/w](1�a)/a. Substituting from this profit-wage curve into the
steady state condition and solving for wM, yields the real wage (wM*) required
to satisfy the steady state condition:

wM* ¼ ð1� aÞA1=ð1�aÞ½a s�=ðnþ �Þ�a=ð1�aÞ (4)

This is the equation of the schedule of stationary capital-labor ratios. The
schedule, as in the Solow model, is a straight line in (wM, k) space, shown as
the w* line in Figure 6.4.

Depending on the values of fwS and w*, the w and w* curves may not
intersect. This would happen if the subsistence wage, adjusted for the wage
premium, is higher than the required wage (fwS > w*). Then, the w* line lies
below the w line and, starting from any initial capital-labor ratio, population
growth would outpace capital accumulation. The capitalist sector would be
shrinking in relative size and the economy would tend towards a steady state

7 As in Chapter 2, the rate of capital accumulation is: I/K = (s/a) r� �. The savings rate (s) is: s = s�
a + sw (1 � a), where a and (1 – a) are the profit and wage shares and s� and sw are the savings rates
out of profits and wages respectively. With sw = 0, s equals s� a. Substituting into the expression for
the rate of accumulation yields: I/K = s� r � �.
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featuring a subsistence economy with no capitalist sector. In this case fwS >
wM* and this implies using (4): wS > [(1�a)/f] A1/(1�a) [a s�/(n + �)]a/(1�a). Low
values of s� and A along with high values of wS, f and n could generate such a
path with a shrinking capitalist sector and growing “informality”.

If w* > fwS, the w* line lies above the horizontal segment of the w curve and
the steady state, as shown in Figure 6.4, is at the intersection of the two
curves.8 This is the long-run equilibrium of a Solow model with no technical
progress. Starting from an initial capital-labor ratio below this steady state,
capital accumulation outpaces labor force growth as the actual rate of profit is
higher than required by the steady state condition. The capitalist sector then
expands in relative size and the capital-labor ratio increases. Eventually, the
capital-labor ratio reaches the value Œ and the subsistence sector disappears.
The economy then enters a mature phase with the capital-labor ratio conver-
ging towards its steady state value k*.

2. Transitional Dynamics and Steady State Properties

Lewis focuses on this last case when w* is higher than fwS.
9 His view of the

process of economic development can thus be interpreted as a transition
towards a Solow-type steady state. The transition itself, however, is rather
different from that in the Solow model. Even though a Solow-type steady
state is the end of the process, the introduction of a labor surplus brings a
number of differences to the characteristics of the transition.

First, the growth of the capitalist sector does not proceed at diminishing
rates during the transition to the steady state. Rather, it goes on at a constant
rate (a function of the distance between the w and w* lines) until the labor
surplus disappears. This constant rate is determined by the savings rate out of
profits and the productivity of the capitalist technology (relative to that of the
subsistence sector). Then, in the mature phase, capital accumulation con-
tinues at a decreasing rate as in the Solowmodel. The reason for this difference
is that during the labor surplus phase the capitalist sector faces an elastic
supply of labor. This counteracts the influence of diminishing returns to
capital that accounts for the falling rate of growth during the adjustment
process in the Solow model.

8 A third possibility is if f wS happens to equal w*. Then, the initial value of k will persist over
time and the two sectors coexist indefinitely.

9 There is in his article some discussion of the factors that may bring about the fulfillment of this
condition. He views technological innovations (an increase in A, which shifts the w* locus
upwards), rather than an increase in thriftiness (which increases s�) as the mechanism that
historically triggered the expansion of the capitalist sector. However, his analysis focuses on
what happens after the initial expansion has taken place.
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The Lewis model then implies that the profit rate does not tend to be higher
at low-income levels compared to, say, middle-income levels as long the
economy remains in the labor surplus phase. Using the production functions
of the two sectors, aggregate output (Y = S + M) can be written as: Y = LS + A Ka

LM
1�a, where we set for simplicity wS = 1. Substituting from the labor demand

function (eq. 2) under wM = f wS and ignoring for simplicity the wage premium
(so that f = 1), we obtain the following expression for aggregate output: Y = L +
A1/a a (1�a)(1�a)/a K, which shows that even though the technology of the
capitalist sector is subject to diminishing returns to capital the Lewis aggregate
“production function” during the labor surplus phase displays constant
returns to capital, i.e. during this phase the Lewis model behaves like an AK
model (see Chapter 2).

The constancy of the profit rate during the initial phases of the transition
can considerably slow down the process of convergence to the steady state. As
an example, consider an economy with no population growth, where initially
the employment share of the capitalist sector is 10 percent. The rate of capital
accumulation is such that employment in the capitalist sector grows at an
average rate of 3 percent per year. This economy will take 78 years to absorb
the whole of the labor surplus into the capitalist sector (and will, of course,
take longer if the labor force was expanding). After these 78 years, the econ-
omy will not yet reach the steady state (at k*) but only maturity (at Œ).

During the labor surplus phase, the capital intensity of the whole economy
rises and with it per capita income increases as well. The cause of this growth
in per capita income is, however, completely different from that in the mature
phase (or in the Solow model). There, output per worker rises because the
capital intensity in the capitalist sector increases, making each worker in this
sectormore productive. There is no such increase in the capital intensity of the
modern sector during the labor surplus phase. The increase in output per
worker in the whole economy is due to the reallocation effects of growth, to
the transfer of subsistence sector labor to the capitalist sector, which has a
higher average productivity. Indeed, we can write output per worker in the
whole economy (y) as a weighted average of output per worker in the two
sectors (wS and yM respectively), with the weights being the employment
shares of each sector:

y ¼ wS LS=Lþ yM LM=L ¼ wS þ ðyM �wSÞLM=L (5)

Alternatively, using the aggregate “AK production function” derived above
and dividing by L (we now let wS and f be different from 1), yields:

y ¼ wS þ c k c ¼ ðaþ f � 1Þ½ð1� aÞ=wS�ð1�aÞ=aðA=fÞ1=a (6)

Eq. (6) shows average output per worker as an increasing function of the
capital-labor ratio in the whole economy: a higher capital-labor ratio increases
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the employment share of the capitalist sector and, since output per worker is
higher there than in the subsistence sector, this reallocation has the effect of
increasing output per worker in the whole economy (see eq. 5). It is worth
noting that these productivity gains from labor force reallocation are in
practice quite important in developing, labor surplus economies. Temple
and Wo�mann (2006) find that these productivity increases make a sizable
contribution to the growth of total factor productivity (the aggregate Solow
residual) given the existence of very large productivity differentials across
sectors, especially in less developed countries. They also finds that structural
change also explains a significant fraction of the observed international vari-
ation in productivity growth.

Assuming constant values for wS and f, eq. (6) implies that the growth rate of
output per worker (gy) during the labor surplus phase is: gy = (1 – wS/y) gk,
where gy = dlny/dt and gk = dlnk/dt is the rate of growth of k. This equation
shows gy as an increasing function of y and gk. For given values of n and s�, gk
remains constant during the labor surplus phase, given the constancy of wM

and thus of the rate of profit and capital accumulation. Since y is an increasing
function of k (eq. 6), it follows that the growth rate of output per worker
increases during the labor surplus phase. Throughout this process, gy goes
from zero (when the employment share of the capitalist sector is so low that its
contribution to output is negligible) towards the limit set by the rate of expan-
sion of the capitalist sector. This rate, given that the condition w* > f wS is
fulfilled, is higher than the natural rate. Then, in the mature phase gy declines
towards the value set by the natural rate.We thus encounter the hump-shaped
path of growth rates discussed in Chapters 1 and 3.

Who benefits from this growth in per capita incomes during the labor
surplus phase? Clearly, with constant earnings per worker in the subsistence
sector, labor incomes per capita remain constant, except for the presence of a
wage premium with little, if any, welfare significance. The gains in output per
worker must therefore imply an increasing profit share in total output. This
rising share accounts for the increasing saving rate throughout the labor
surplus phase.10 This is the major stylized fact that Lewis wants to explain:

The central problem in the theory of economic development is to understand the
process by which a community which was previously saving and investing 4 or
5 percent of its national income or less, converts itself into an economy where
voluntary saving is running at about 12 to 15 percent of national income or more.

10 The savings rate is equal to the savings rate out of profits times the share of profits in total
output. Since the profit share is an increasing function of the employment share of the capitalist
sector, the savings rate tends to zero (when LM tends to zero) and increases, throughout the
labor surplus phase, towards the value (s� a) which prevails when the subsistence sector has
disappeared.
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This is the central problem because the central fact of economic development is
rapid capital accumulation (including knowledge and skills with capital). (p. 416)

The effects of technical progress on growth and income distribution depend
crucially on whether technological change takes place in the capitalist or the
subsistence sector. Technical progress in the capitalist sector shifts the w* line
upwards and increases profits, leaving real wages constant. At the same time,
by raising the profit rate, it accelerates the rate of expansion of the capitalist
sector and thus speeds up the transition. In contrast, technical progress in the
subsistence sector shifts the horizontal segment of the w curve upwards and
fully benefits workers. By reducing the profit rate, it hinders the expansion of
the capitalist sector.11

3. Surplus Labor and the Elasticity of Labor Supply

We now relax some of the assumptions made in section 1 and consider a more
general setting. First, we allow for diminishing returns to labor in sector S—
which may be due to the presence of a fixed factor, such as land in agricul-
ture—and consider the possibility that the marginal product of labor falls to
zero at some level of employment (Lo). Thus:

S ¼ LS
1�b 0 � b<1 for LS <Lo

S ¼ So for LS � Lo (7)

where we omit for simplicity the fixed factor. Sen (1966) has analyzed the case
in which output is invariant to the number of workers. In its simplest version,
households in the subsistence sector take their production and working time
decisions to maximize consumption per family member. As long as work time
is less than the total number of hours available for work, maximizing con-
sumption per head implies working until hours of work have a zero marginal
product. The removal of a family worker from the household will lead the
other members to adjust their working time so that the marginal product of
hours of work remains zero. The total output of the household will thus be
invariant to the number of family workers.

On the demand side, we now allow for differences in the consumption
goods produced by the two sectors (the investment good being produced by

11 Lewis has an interesting discussion of the political consequences of this: “The fact that the
wage level in the capitalist sector depends upon earnings in the subsistence sector is sometimes of
immense political importance, since its effect is that capitalists have a direct interest in holding
down the productivity of the subsistence workers. Thus, the owners of plantations have no interest
in seeing knowledge of new techniques or new seeds conveyed to the peasants . . . ” (Lewis, 1954,
pp. 409–10).
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the capitalist sector). We retain the assumptions that workers in both sectors
do not save and that there is a constant saving propensity out of profits (s�).
Using good M as the numeraire, the value of total consumption is thus:

pS CS þ CM ¼ wS LS þwM LM þ ð1� s�ÞP (8)

where wS is the wage in sector S measured in terms of good M. C denotes
consumption and P is total profit given by:

P ¼ aM ¼ ½a=ð1� aÞ�wM LM (9)

The elasticity of substitution between M and S goods is constant (correspond-
ing to a CES utility function). Hence:

CM=CS ¼ BðpS=pMÞÅ (10)

where Å is the elasticity of substitution.
Market equilibrium requires two conditions. In the goods market:

S ¼ CS (11)

In the labor market, the equilibrium condition is given as before by eq. (1),
i.e., the wage in sector M is in equilibrium equal to what workers can earn in
sector S (plus a wage premium). The value of the average product of labor in
sector S (wS) is now determined as:

wS ¼ pS LS
�b for LS <Lo

wS ¼ pS So=LS for LS � Lo (12)

Determinants of the labor supply elasticity

How elastic is, in this more general setting, the labor supply function to the
capitalist sector? The derivation of the labor supply elasticity involves the
equilibrium conditions and a number of behavioral equations of the model.
The steps are presented in the Appendix where the elasticity (e = d lnLM/d
lnwM) is shown to be:

e ¼ ð1� lMÞ=½b lM þ ðÅ�1Þ�1� for LS <Lo

e ¼ ð1� lMÞ=½lM þ ðÅ�1Þ�1� for LS � Lo (13)

where lM is the employment share of the capitalist sector (LM/L). Eq. (13)
shows that the elasticity of substitution in consumption between S and
M goods is a critical variable affecting the labor supply elasticity. In particular,
for the labor supply elasticity to be positive, the elasticity of substitution in
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consumption must be greater than one.12 Indeed, consider the case of unit
elasticity (Å = 1). The consumption shares of the two goods are then constant.
The level of employment in the S sector is then independent of relative
prices (pS/pM) and of the product wage in sector M, as is readily verified from
eqs (8) to (11) using the equilibrium condition in the labor market. In this
case, an increase in labor demand in sector M will increase the product wage
there by exactly the amount required to keep LS (and thus LM) constant. The
labor supply to sector M is then as inelastic as in a one-sector economy.
Eq. (13) also shows the labor supply elasticity as a decreasing function of the
employment share of the modern sector (and thus increasing with the
employment share of sector S). Indeed, a higher employment share of sector
M implies that the same increase in LM leads to a larger proportional reduction
of employment in the subsistence sector. The equilibrium product wage then
increases by a larger amount.

We can now address the question of under what conditions the capitalist
sector will face a perfectly elastic supply of labor or, as Lewis puts it, there will
be “unlimited labor available at a constant real wage”. Besides the existence of
a subsistence sector (lM < 1), the expression in (13) makes clear that for e to
tend to infinity the denominator in the expression must be zero. For this, two
conditions are required.

The first condition is an infinite elasticity of substitution in consumption.
That is, the goods produced by the two sectors must be perfect substitutes or,
what comes to the same, the two sectors must produce the same good. This is
one of the assumptions made in section 1. For suppose that the two sectors
produce different goods: food is grown in the subsistence sector while the
capitalist sector produces textiles. Reallocating labor from the subsistence to
the capitalist sector will reduce the output of food and increase the output
of textiles thus generating an excess demand for food and an excess supply of
textiles at the original relative prices. The terms of trade will move in favor of
the food-producing sector, thus raising the subsistence wage (and the capital-
ist sector wage) in terms of textiles. The capitalist sector will thus face an
upward sloping supply curve of labor. The required shift in the terms of
trade depends on how close substitutes the two goods are. It is only when
the two goods are perfect substitutes that no change in the subsistence wage
will be required (provided the second condition below is fulfilled). Then, the
excess demand for the goods produced by the subsistence sector is offset by
the extra output generated in the capitalist sector, so that no shift in “relative
prices” between the two sectors is needed.

12 Eq. (13) can be written as: e = (Å � 1)/(1 + (1 � b + b Å) LM/LS). Since b � 1 and Å � 0, the
denominator of this expression is always positive. For the numerator, and thus for e, to be positive,
Å must be greater than 1.
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The second condition is that b = 0. This is the assumption of constant
returns to labor in the subsistence sector that was also made in section 1.
With diminishing returns to labor in the subsistence sector (b > 0), the average
product of labor in sector S, and thus the wage in this sector, will increase as
labor is withdrawn from this sector. Labor would then be available to the
capitalist sector at an increasing real wage, even if the two sectors produce the
same good.

How much of Lewis’ model survives when the conditions for a perfectly
elastic supply of labor are not fulfilled, i.e., when we move to a two-good
economy? As we have seen, a key reasonwhy the subsistence sector is a reserve
of surplus labor for the modern sector (in the sense that it provides a perfectly
elastic supply of labor) is that it competes in the goods market with the
modern sector by producing the same good. The elasticity of labor supply is
infinite because the elasticity of substitution is infinite. More generally, how
much a sector has to raise wages to attract additional workers from other
sectors depends on how many workers are displaced by the increase in pro-
duction in that sector, and this depends on how substitutable the goods
produced are. Thus, the extent to which the non-capitalist sector provides
an elastic supply of labor to themodern one depends on the extent to which it
competes with it in the goods market by producing more or less close
substitutes.

Consider the case in which the subsistence sector produces goods with a
price elastic demand and the elasticity of substitution in consumption is
greater than unity. How does Lewis’ story change when we adopt this broader
notion of labor surplus?13

Using (2) and (13), the slope of the w curve in (lnwM, lnk) space can be
written as:

dlnwM=dlnk ¼ 1=ðeþ 1=aÞ (14)

which shows that the higher e is, the flatter the w curve. As already indicated,
when Å > 1, the labor supply elasticity is positive. This guarantees that the
employment share of the subsistence sector and, thus, the elasticity of labor
supply are decreasing functions of the economy-wide capital-labor ratio.14

The slope of the w curve increases with the capital-labor ratio and, using
(13) and (14), we have:

13 If the elasticity of substitution in consumption is unity or less little remains of the Lewis
model unless additional assumptions are introduced (more on this below). In what follows, we
shall focus on the case b < 1 and neglect population growth. The analysis would proceed
analogously in the case of a growing labor force if eq. (7) was reformulated to avoid pure scale
effects, so that S = L(LS/L)

�b. We return later to the role of returns to labor in sector S.
14 From (13) and (14) we have: dln lM/dlnk = e/(e + 1/a). A positive e guarantees that lM is an

increasing function of k.
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dln wM=dln k�> a=½aðÅ� 1Þ þ 1� for lM; k�>0 and e�> Å� 1

dln wM=dln k�> a for lM�>1; k�>1 and e�>0

Thus, the slope of the w curve increases tending towards the value “a” of the
mature phase in the Lewis model. Although the curve is steeper now at low
levels of k than in the Lewis model, it is flatter than before at high levels of k.
This is because the elasticity of labor supply always remains positive nomatter
how large k is. Rather than a sharp turning point from the labor surplus phase
to maturity, we now have, as shown in Figure 6.5, an increasing product wage,
rising gently first and more steeply later as the capital-labor ratio increases.
The subsistence sector, although shrinking in size as k increases, never disap-
pears (the production technology in sector S implies that productivity tends to
infinity when employment tends to zero). Therefore, the steady state features
now the coexistence of the two sectors.

The labor supply elasticity and the role of returns to labor

The role of returns to labor in the subsistence sector deserves further atten-
tion. There are several notions of surplus labor in the development literature.
We will focus in this section on two of them. One notion, present in Lewis’
article, refers to a perfectly elastic labor supply, as labor available at a con-
stant real wage (equal to the subsistence sector wage plus a constant wage
premium). In this case, the labor surplus is the whole labor force in the
subsistence sector, in the sense that the labor supply to the capitalist sector
remains perfectly elastic until this sector has absorbed the whole of the labor
force in the subsistence sector. The required conditions—constant returns to
labor in the subsistence sector and an infinite elasticity of substitution in

w

w∗

k∗

ln wM

ln k

Figure 6.5 A two good-two sector model with price elastic demands
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consumption—are those that yield the properties of Lewis’ model: the con-
stancy of the real wage, the effects of technical progress, and the trends in
income distribution.

A second notion refers to a situation in which labor is so abundant that,
given the technology and other factor supplies available to the subsistence
sector, the marginal product of labor in this sector is equal to zero. In these
conditions, a higher level of employment in the capitalist sector will not affect
the level of output in the subsistence sector. In this case, the labor surplus is
only that fraction of the labor force that, when withdrawn from the subsist-
ence sector, would make the marginal product of labor positive.15

There has been a tendency to assimilate these two notions or, what is
perhaps worse, to define surplus labor with reference to both notions simul-
taneously. According to Little (1982, p. 87) for example: “In the post war
literature, Surplus labor must be taken to mean that, at the prevailing wage,
more labor can be taken on in modern sectors of the economy without raising
the wage, and without loss of output in the traditional sectors”. Yet these are
quite different notions that need to be clearly distinguished.16 As our previous
analysis makes clear a zero marginal product of labor is neither a necessary nor
a sufficient condition for a perfectly elastic labor supply.17 That output in the
subsistence sector may remain constant as employment in the capitalist sector
increases does not prevent the average product of labor in that sector from
rising. In fact, a zero MPL guarantees that the average product of labor will
increase, since a smaller number of workers will now share the same output in
the subsistence sector. Moreover, a comparison of the two expressions in (13)
makes clear that the labor supply elasticity when the MPL is positive is larger
than when it is zero, as long as the average product of labor in the subsistence
sector determines the supply price of labor to the capitalist sector. In other
words, the existence of surplus labor, in the traditional sense that themarginal
product of labor in the subsistence sector is zero, makes the labor supply to
the modern sector less, not more, elastic. This should not be surprising.
A zero MPL implies that the average product of labor in the subsistence sector

15 A related, but not identical, notion is that surplus labor is the fraction of the labor force which
when withdrawn would make themarginal product of labor equal to that in the capitalist sector: in
this case, surplus labor exists until the two sectors’MPL are equal and therefore no output gain can
be obtained by reallocating the labor force between sectors. This seems to be the sense in which Fei
and Ranis (1964) use the concept.

16 Lewis himself seems ambiguous regarding the notion of labor surplus being used. This
ambiguity, however, largely disappears once we recognize that there are in fact two different
models in his article. They have sometimes been characterized as the model without trade
between the two sectors and the model with trade between the two sectors (see Lewis, 1972;
Leeson, 1979). Our analysis suggests that a better characterization would be a one good—two
sector model and a two good—two sector model.

17 Even if, as we shall see below, it may imply something similar if one adds some additional but
rather arbitrary assumptions about the determination of the subsistence wage.
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is: APLS = So/LS. The elasticity of the APLS, with respect to an employment fall
in sector S, is then: dlnAPLS/-dlnLS = 1. While, if the MPL is positive, the APLS
is LS

�b, which implies: dlnAPLS/-dlnLS = b < 1. It follows that, in the face of a
small reduction in LS (a small increase in LM), the proportionate increase in the
average product of labor is greater when the marginal product of labor is zero.
The subsistence wage, and thus themodern sector wage, rises bymore and this
means a less elastic labor supply.

A brief digression is worthwhile here to discuss Fei and Ranis (1964), the
major attempt to reconcile the notion of a perfectly elastic supply of labor
with a zero MPL in the non-capitalist sector. These authors considered an
economy in which the agricultural production function is such that, given the
endowment of land, the marginal product of labor becomes zero at a certain
level of employment (La*). With an available labor La greater than La* there is
surplus labor, not in the sense of Lewis, but in the sense that withdrawing a
fraction (La� La*) of the labor force from agriculture leaves agricultural output
unaffected. In this situation, competition among workers would tend to
generate a zero wage, equal to the marginal product of labor in agriculture.
At the same time, some food output would remain unsold if it is larger than
landlords’ demand for food (i.e., demand at the saturation level). Fei and Ranis
conclude that, in these conditions, the agricultural wage will be institutionally
determined at a level higher than the MPL in agriculture. This institutional
wage can be seen as the outcome of a non-competitive market allocation
based on social consensus.

Less convincingly, Fei and Ranis then argue that this institutional wage is
perpetuated over time by convention and social consensus as long as there is
surplus labor in agriculture. As they put it: “as long as surplus labor continues
to exist in the agricultural sector, there is no reason to assume that this social
consensus changes significantly” (Fei and Ranis, 1964, p. 22). Given a con-
stant institutional wage in terms of food and a MPL equal to zero in agricul-
ture, the labor supply to the industrial capitalist sector is perfectly elastic
during what Fei and Ranis call the labor surplus phase of economic
development.

As an attempt to reconcile the notion of a perfectly elastic supply of labor to
the capitalist industrial sector with a zero marginal product of labor in agricul-
ture, the Fei and Ranis model has a number of shortcomings. The key to this
attempt is the introduction of an “institutional wage” which de-links the
supply price of labor to the modern sector from the current productivity
conditions in agriculture. The meaning of this “institutional wage” is, how-
ever, far from clear. The wage is ‘institutional’ in the sense that it is not the
outcome of a competitive market allocation. Yet it is not ‘institutional’ in the
sense of being determined by convention: the wage stands in a definite
relationship to demographic and technological factors. If current productivity

Surplus Labor and the Elasticity of Labor Supply

143



conditions in agriculture were critical initially, why do they become unim-
portant later? In other words, why shouldn’t the social consensus—on which
the institutional wage is built—change significantly as the average product of
labor in agriculture changes with the reallocation of the labor force towards
the industrial sector?18

It is worth noting that some early development theorists were well aware that
a zero marginal product of labor in the subsistence sector does not provide a
perfectly elastic labor supply to the modern sector. Nurkse (1953), for example,
viewed the existence of a zero marginal product of labor as concealing a hidden
saving potential that, in principle, allows for an increase in investment without
having to reduce consumption.19 He argued then that all sorts of difficulties
were likely to be faced in the practical application of that proposition (p. 38).
Thinking of labor surplus as rural underemployment, he argued that: “Every-
thing depends on the mobilization of the concealed saving potential in the
shape of the food surplus that becomes available to the productive peasants
when their unproductive dependents go away” (pp. 38–9) and which results,
we may add, from the increase in the average product of labor in agriculture.
Given that “the peasants are not likely to save the surplus voluntarily since
they live so close to subsistence level” (p. 43), the mobilization of the saving
potential will be incomplete, short of drastic measures by the State20 or of
“a widespread and radical improvement in farming techniques, accompany-
ing the removal of the surplus farm labour, so that total farm output might be
substantially increased and not merely held constant” (p. 43).

4. Efficiency Wages and Kaldorian Underemployment

Amore promising approach than that of Fei and Ranis to free the Lewis model
from some of its restrictive assumptions is to combine the extended Lewis
model of section 2 to bring in efficiency wage considerations. Thus, we shall
assume that in the capitalist sector the real wage paid by firms affects labor
productivity through its influence on nutrition or health. This hypothesis—
the efficiency wage hypothesis—goes back to Leibenstein’s writing on

18 The analytical source of these difficulties seems to be that in their 1964 book, Fei and Ranis are
not fully conscious that they are determining the wage from the equilibrium condition in the food
market (as they clearly do in the mathematical appendix to their 1961 article). Remaining
consistent with this procedure does not, however, solve all the problems since, as soon as an
industrial sector emerges, this determination of the agricultural wage leaves the terms of trade
between agriculture and industry undetermined.

19 He distinguished this situation from one of Keynesian unemployment in which both
investment and consumption can expand simultaneously and from the classical situation in
which in order to increase investment, consumption must necessarily be reduced.

20 Nurkse gives the examples of Japan’s “stiff land tax” in the 19th century and Soviet Union’s
system of collective farms as responses to the problem of mobilizing the savings potential.
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economic backwardness (Leibenstein, 1957), and has been discussed, in the
development literature, by Mazumdar (1959) and Stiglitz (1976) among
others.

Technology in the modern sector is now described by:

M ¼ KaðELMÞ1�a (15)

where E is an effort function of the form:

E ¼ EðwM=pÞ E0 >0;E00 <0; EðøÞ ¼ 0 (16)

(wM/p) is the real consumption wage in theM sector and ø is theminimumwage
above which there is a positive effort from workers. The consumption wage,
rather than theproductwage (wM/pM), is of course the one affecting the services
a worker renders whether the channel is nutrition and health or involves other
possible influences on a worker’s effort. Moreover, we assume that effort
increases with wM/p according to (16) as long as the real consumption wage is
higher than the average product of labor in the subsistence sector plus thewage
premium (fwS/p). Otherwise, the wage in the M sector is determined by fwS.

Firms treat prices as given and maximize profits over wM and LM subject to
(15), (16), and wM > f wS. The first order conditions of this maximization
program imply the “Solow condition” that the wage elasticity of effort is
equal to unity (Solow, 1979):

E0ðwM=pÞðwM=pÞ=EðwM=pÞ ¼ 1 (17)

Solving (17) for (wM/p) yields the equilibrium value of the “efficiency wage”
(the real consumption wage that maximizes profits) as a function only of the
parameters of the productivity (or effort) function E. Consider, for example,
an effort function of the form:

E ¼ ðwM=p� øÞd d<1 forwM=p>ø

and0otherwise

Using (17) and solving explicitly for the efficiency wage yields:

wM=p ¼ ø=ð1� dÞ (18)

Assume that workers’ utility function is of the Cobb-Douglas form: U = CS
Æ

CM
1�Æ, with a unit elasticity of substitution in consumption. This specification

has the advantage of making it possible to derive an exact measure of the real
consumption wage. The corresponding price index (p) is:

p ¼ pS
ÆpM

1�Æ (19)

Combining (18) and (19), we can also solve for the efficiency product wage:

Efficiency Wages and Kaldorian Underemployment

145



wM=pM ¼ ðpS=pMÞÆø=ð1� dÞ (20)

which shows the efficiency product wage as an increasing function of the
efficiency consumption wage, ø/(1� d), and of the terms of trade between the
subsistence and modern sectors (pS/pM). It is worth noting that the efficiency
product wage increases with the expenditure share of subsistence goods (Æ).

Earnings in the subsistence sector are determined, as before (eq. 12), by
the value of the average product of labor: wS = pS LS

�b, where LS is equal to the
difference between the total labor force and employment in the modern
sector. Clearly, in this model the market clearing condition, f wS = wM, will
in general not be fulfilled. The reason is that when subsistence earnings,
adjusted for the wage premium (f wS), are below modern sector wages as
determined by (20), competition among workers will not lead to lower
wages in the modern sector. It is not profitable for firms to undertake such
wage reductions. Wage determination is then compatible with the existence
of an excess supply of labor to themodern sector. Even though all workers find
employment in one of the two sectors, there is an excess supply of labor in the
sense that the earnings’ differential between the modern and subsistence
sectors is larger than the wage premium required to lure workers out of the
subsistence sector.21

How elastic is the labor supply to the modern sector in the presence of this
excess supply of labor? It is clear from (20) that the answer depends exclusively
on how much the terms of trade (pS/pM) change as employment in sector
M changes. We can find the terms of trade as a function of LM by combining
the goods market equilibrium eqs (8) and (11) and the consumption demand
functions (eq. 10, when Å = 1). This yields:

pS=pM ¼ ð1=BÞðwM=pMÞðLM=LS
1�bÞð1� s�aÞ=ð1� aÞ (21)

where 1/B is now equal to Æ/(1� Æ). Eq. (21) shows the terms of trade for the
subsistence sector increasing with LM/LS. An increase in LM (which reduces LS)
creates excess demand for S goods and the relative price of S goods has to
increase to clear the goods market.

Using (20) and (21) to eliminate (pS/pM) and taking logs, total differenti-
ation yields, after some manipulation, the labor supply elasticity (dlnLM/
dlnwM): e = (1 � Æ)/Æ [1 + (1�b) LM/LS]. The elasticity of labor supply is a
decreasing function of the expenditure share of subsistence sector goods and
of the employment share of the modern sector. An increase in these shares

21 f wS < wM implies that (wM � wS)/wS > f�1, i.e., the earnings differential is higher than the
wage premium and there are no mechanisms to bring them into equality.

The Lewis Model and the Labor Surplus Economy

146



turns the terms of trade in favor of the subsistence sector and, even though the
real consumption wage is unaffected, the product wage increases.

There are two interesting differences with the labor supply elasticity derived
in the previous section. First, a positive value for the labor supply elasticity no
longer depends on the elasticity of substitution in consumption being more
than unity (the elasticity has been derived on the assumption of a unit elasti-
city of substitution). Second, returns to labor in the subsistence sector now
affect the labor supply elasticity in a completely different way, and one that
conforms to conventional wisdom. Indeed, the labor supply elasticity now
increases with parameter “b”. This means that the elasticity is at its maximum
when the marginal product of labor is zero, or b = 1, and at its minimum level
when b = 0 (constant returns to labor). There is here a striking contrast with
the model in the previous section. The source of the difference is the nature of
the labor surplus. The increase in the average product of labor in the subsist-
ence sector—which results from an increase in employment in the modern
sector—now has no effect on the modern sector consumption wage (eq. 18
shows the real consumption wage determined only by the parameters of the
productivity function). The efficiency product wage rises, but only because the
terms of trade turn against themodern sector. This terms of trade effect is at its
minimum when the marginal product of labor is zero, precisely because there
is no output loss in the subsistence sector as a result of the increase in
employment in the modern sector. The labor supply elasticity is thus highest
when the MPL in sector S is zero.

It is worth noting that if productivity in the subsistence sector was also
affected by workers’ earnings there, a reasonable assumption in the context of
a nutrition-based efficiencywagemodel, the shift in the terms of trade will have
a positive productivity effect on sector S that tends to make the labor supply
more elastic. Indeed, this productivity effect moderates the shift in the terms of
trade required to clear the goods market, as employment in the modern sector
increases, thusmaking the increase in the product wage that the modern sector
has to pay smaller.22 This is an additional reason why, in the presence of
efficiency wages, a zero MPL in sector S is more likely to be associated with a
large elasticity of labor supply. For such situations are typically associated with
labor abundance and widespread poverty in the subsistence sector.

In the presence of efficiency wages, a labor surplus can develop in the
subsistence sector that provides an elastic labor supply to the modern sector.
This labor surplus is quite different from the conventional type, since the

22 Formally, if production conditions in sector S are given by: S = (F LS)
1�b where F is a

productivity function of the form F = (wS/p)
�, output per worker in sector S is given by: S/LS =

(wS/p)
�(1�b) LS

�b, which increases with LM for two reasons: 1) the fall in LS raises productivity due to
the presence of diminishing returns to labor in S; 2) as the terms of trade shift in favor of sector S,
F increases.
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marginal product of labor in the S sector need not be zero, as well as from the
Lewis variety, because now the labor market does not clear. We may refer to it
as Kaldorian underemployment since the distinctive feature of Kaldor’s defin-
ition of labor surplus is its emphasis on a labor market in disequilibrium:

The best definition I could suggest for the existence of “labor surplus” . . . is one
which is analogous to Keynes' definition of “involuntary unemployment”: a
situation of “labor surplus” exists when a faster rate of increase in the demand
for labor in the high productivity sectors induces a faster rate of labor transference
even when it is attended by a reduction, and not an increase, in the earnings differen-
tial between the different sectors. (Kaldor, 1968, p. 386, italics in original)23

A reduction of the earnings differential (wM/wS), as the employment share of
the modern sector increases, is precisely what happens when the modern
sector faces an excess supply of labor. Combining eqs (20) and the expression
for the value of the average product of labor in sector S yields: wS/wM = (pS/
pM)1�Æ LS

�b (1�d)/ø. Using (21) to eliminate (pS/pM) and taking logs, total
differentiation yields:

dlnðwS=wMÞ ¼ ð1þ LM=LSÞdlnLM (22)

which shows that increases in modern sector employment tend to narrow the
earnings differential, the impact being greater the larger the employment
share of the modern sector.

As the employment share of the modern sector increases throughout the
transition to a steady state, the earnings differential will eventually narrow to
the point where it equals the wage premium (f�1). The market clearing
condition (fwS = wM) is then reestablished. With further increases in the
employment share of the modern sector, eq. (20) no longer applies and
is replaced by the market clearing condition (eq. 1). The elasticity of labor
supply is then determined, as in section 2, by the elasticity of substitution in
consumption. Since this elasticity is one in the presentmodel, the correspond-
ing labor supply elasticity is zero (see eq. 13 when Å = 1). The earnings
differential is now determined by the wage premium and no longer shrinks
as the employment share of the modern sector increases. Kaldor refers to this
situation as “economic maturity” defined as a state of affairs where real
income per capita has reached broadly the same level in the different sectors
of the economy (Kaldor, 1967, p. 8). This notion of maturity is different from
that of the Lewis model. Its defining characteristic is the disappearance of an
earnings differential among sectors (up to a wage premium with no welfare

23 Although analogous to Keynesian unemployment in the sense that there is an excess supply
of labor, this type of underemployment, just like Lewis labor surplus, is completely resilient to
changes in the aggregate demand for goods.
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significance). In the Lewis model, this condition always holds and the defin-
ing characteristic of the mature economy is instead the disappearance of the
subsistence sector.

The Kaldorian notion of underemployment is also different from,
although not necessarily inconsistent with, the type of unemployment ana-
lyzed by modern theories of efficiency wages.24 In these theories, the wage
relative to some fallback position plays a prominent role, along with the
given parameters of the effort function, in determining work effort, unlike
our specification which neglects the influence on effort of factors other than
the absolute level of the real consumption wage. This raises the question of
whether the conclusion that the earnings differential falls as employment in
the modern sector increases, survives when we bring the cost of job loss, or
more generally wage relativities, into the determination of the efficiency
wage. To address this question, suppose that the minimum wage (ø ̣) in the
effort function increases with the real consumption wage in the S sector
(wS/p): the higher this wage, which represents the earnings that workers in
sector M will obtain if they lose their job, the higher is ø and thus the
efficiency wage that firms in sector M have to pay. Let ł be the elasticity of
ø with respect to wS/p, such that: ø = (wS/p)

ł. Following a procedure similar
to that followed in order to derive (22), and noting that ø is no longer
exogenous, we have:

dlnðwS=wMÞ ¼ ð1� łÞð1þ LM=LSÞ dlnLM (23)

Eq. (23) shows that the wage differential will narrow with an increase in
modern sector employment provided that ł is less than unity. A unit elasticity
represents the extreme case in which all that matters is the wage relative to the
fallback position (so that a 50 percent reduction in the fallback position (wS/p)
implies a 50 percent reduction in the efficiency wage). This case is clearly
inconsistent with Kaldor’s definition of labor surplus, since it implies that the
wage differential is independent of the employment share of the modern
sector. The other extreme case is a zero elasticity in which all that matters is
the absolute wage. This is in the tradition of early theories of efficiency wages
and is the case examined in this section. Note that for ł = 0, eq. (23) indeed
simplifies to eq. (22). It is interesting that the middle ground in between these
two extreme cases—when 0 < ł < 1 and work effort depends on both the
absolute level of the wage and the fallback position—also fits into Kaldor’s
notion of labor surplus: the wage differential narrows when modern sector
employment increases although less than when ł = 1.

24 See, in particular, Akerlof and Yellen (1985, 1986) and Bowles (1985).
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Appendix

Derivation of the Labor Supply Elasticity in Section 2

Substituting from eq. (12) into the labor market equilibrium condition, and dividing
by pM, yields:

wM=pM ¼ fLS
�bpS=pM for LS <Lo

wM=pM ¼ f SoLS
�1pS=pM for LS � Lo (A.1)

Substituting from (10) into (A.1):

wM=pM ¼ fð1=BCM=CSÞ1=ÅLS
�b for LS <Lo (A.2)

wM=pM ¼ fð1=BCM=CSÞ1=ÅSo=LS
�b for LS � Lo

Substituting from (9) into (8) and using (7), (11) and (12):

CM=CS ¼ ½ð1� s� aÞ=ð1� aÞ�ðwM=pMÞðLM=LS
1�bÞ for LS <Lo (A.3)

CM=CS ¼ ½ð1� s� aÞ=ð1� aÞ�ðwM=pMÞðLM=SoÞ for LS � Lo

Substituting from (A.3) into (A.2), we obtain wM/pM as a function of LM and LS. Taking
logs, total differentiation yields, after some manipulation:

dlnLM=dlnðwM=pMÞ ¼ ðLS=LÞ=ð1=ðÅ� 1ÞÞ þ bð1� LS=LÞ for LS <Lo

dlnLM=dlnðwM=pMÞ ¼ ðLS=LÞ=ð1=ðÅ� 1ÞÞ þ ð1� LS=LÞ for LS � Lo (A.4)
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7

Increasing Returns, External Economies,
and Multiple Equilibria

With the introduction of a labor surplus and an elastic labor supply, Lewis
took an important step away from the neoclassical model of a “mature econ-
omy”. This was a major departure but it was the only one. Implicitly or
explicitly, Lewis assumes a constant-returns-to-scale technology and perfect
competition in the capitalist sector together with exogenous technical pro-
gress. Other contributors to the theory of economic development in the 1940s
and 1950s, Rosenstein-Rodan andNurkse in particular, tookmore radical steps
and considered the implications of increasing returns to scale in the technol-
ogy of the capitalist sector. This chapter begins with recalling first the main
sources of aggregate increasing returns to scale in the early development
economics literature (external and internal to the firm). We then focus on
the case of technological external economies arising from workers’ training or
learning-by-doing. Combined with labor surplus, the presence of aggregate
increasing returns raises the possibility of multiple equilibria including a
Solow-type mature economy equilibrium and a critical level of investments
below which there is a poverty trap. A final section examines the evolution of
the distribution of income in a model with increasing returns.

The source of aggregate increasing returns to scale may be external or
internal to the firms operating in the modern sector. In the first case, on
which this chapter focuses, even if each firm operates individually with a
constant-returns-to-scale technology, returns to scale may increase at the
sector or economy-wide level if the firms’ activities collectively affect the
production conditions of a large number of firms. When these external effects
are positive the aggregate production function (at the industry or economy
level) may display increasing returns to scale. In Rosenstein-Rodan (1943,
1984), these effects arise from activities such as industrial training. A related
example, formalized by Arrow (1962), is learning by doing, which increases
the stock of experience and “know-how” as a by-product of production



activities. In both cases, the expansion of the economy increases the pool of
trained workers and skills on which each firm can rely. This raises the prod-
uctivity with which modern technologies can be applied to production, so
that even if the costs of an individual firm do not fall with its own expansion,
the firm’s costs fall with the expansion of its industry or the economy as a
whole. Nurkse suggests another source of external effects when he mentions
that the productivity of modern technology depends on the quality of man-
agement (or as he puts it, “the qualities of enterprise and initiative”) and that
the supply of managers and their quality will tend to increase with the expan-
sion of the capitalist sector (Nurkse, 1953, p. 10).1

Whether external or internal to the firm (as we shall see in the next chapter),
increasing returns are associated with externalities—divergences between
social and private costs and benefits. Drawing on a distinction first introduced
by Viner (1931) and later developed by Meade (1952), Scitovsky (1954) distin-
guished between technological and pecuniary externalities. Following Meade
(1952), he defined the former as those external economies arising from direct
interdependence among producers, a property of the production function.2

For example, the economies resulting from industrial training or learning by
doing, discussed in this chapter, accrue to a firm directly with the growth of an
industry or the whole industrial system. When the firm’s production function
displays constant returns to scale, it is these effects, external to the firm, that
cause aggregate returns to scale to increase and, at the same time, cause a
divergence between social and private costs and benefits. In the case of indus-
trial training for instance, this divergence arises from the incomplete appro-
priability of the social returns from this activity (see Rosenstein-Rodan 1943,
1984).

Whether external to the firm or as a result of plant-level economies of large-
scale production, many early contributors to development theory viewed
increasing returns to scale as characteristic of modern technology. In this
chapter we focus on the analytically simpler case of technological externalities
as the source of increasing returns and look at the implications of this assump-
tion when combined with the assumption of surplus labor. The next chapter
considers increasing returns arising from internal economies and giving rise to
pecuniary externalities.

1 Nurkse’s suggested external effects are an example of social interactions, associated with the
expansion of the capitalist sector, leading to changes in attitudes and motivation. These, together
with the effects of social interactions on technological diffusion and innovation, are sometimes
described as dynamic technological externalities (see Stewart and Ghani, 1992).

2 The beekeeper—orchard example, provided byMeade, illustrates this direct interaction between
producers. The laundry-factory example and many other environmental effects illustrate cases of
negative technological externalities.
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1. Technological Externalities, Increasing Returns to
Scale and Surplus Labor

In the economy considered, increasing returns to scale are associated with
industrial training à la Rodan or learning by doing à la Arrow, and are external
to the firm. This allows us to skip, at this stage, issues of market structure and
imperfect competition that will appear in the next chapter when we deal with
internal economies of scale.

A Lewis-Rosenstein-Rodan model

Technological external effects are combined with the presence of surplus labor
à la Lewis.3 Consider an economy with two sectors (S and M) which produce
the same good (or basket of goods). As in Lewis, sector S uses traditional
production techniques that are labor-intensive (or, more generally, with
low-productivity owing to the limited use of capital). The other sector (M)
uses a capital-intensive technology subject to increasing returns to scale as in
Rosenstein-Rodan. The production functions are:

S ¼ LS ð1Þ

M ¼ ðKeÞ�KaLM
1�a �>0; aþ �<1 ð2Þ

where S andM are the levels of production in the two sectors, LS and LM are the
labor inputs in each sector, K is the capital stock and (K~)� reflects the exist-
ence of technological externalities associated with the capital stock accumu-
lated in the past. I have chosen units so that the average product of labor in
sector S is 1. A positive value of parameter � guarantees that the capitalist
technology exhibits increasing returns to scale. The restriction a + � < 1
implies the assumption of diminishing returns to capital in the production
function of the capital-intensive sector.

Note that besides being external to the firm, increasing returns to scale have
two features: 1) they arise from the stock of experience, collectively generated
and available to firms, and are a function of cumulative output; 2) they are
assumed to be specific to the capitalist sector to emphasize the role of social
interaction in the learning process. In equilibrium, the average capital stock
will be equal to the capital stock of the representative firm, that is K~ = K. This
specification is virtually identical to a model of learning by doing with the

3 An alternative presentation would blend increasing returns to scale, associated to
technological externalities, with the type of Kaldorian underemployment analyzed in Chapter 6.
See Ros (2000, ch. 4) for such a model.
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capital stock as a proxy for cumulative output.4 Alternative specifications
would make the state of technology a function of the capital stock per
head—in which case technology would not display pure scale effects—as in
Kaldor’s (1957) “technical progress function” (see Chapter 11) or Romer’s
(1986) specification of a different type of external effects (see Chapter 2).

Let us also assume that both sectors operate in competitive conditions. The
assumption that the capitalist sector is profit-maximizing generates the
following labor demand function:

LM¼ ½ð1� aÞK�=wM�1=aK ð3Þ
In addition, assuming that workers who do not find employment in the
capitalist sector are employed in the traditional sector and that wages in the
two sectors are equal owing to labor market competition, we have:

L ¼ LS þ LM ð4Þ

wM ¼ 1 ð5Þ

where L is the total labor force and wM is the wage in sector M. Since I have
chosen units so that wS = 1 and wS = wM, we have wM = 1.

When the subsistence sector has disappeared, the wage in the capitalist
sector clears the labor market with an inelastic labor supply and is thus the
solution to eq. 3 with LM = L. This is:

wM ¼ ½ð1� aÞL�a�Ka þ � ð6Þ

2. Multiple Equilibria, the Paradox of Underdevelopment,
and Transitional Dynamics

It will again be convenient to present the model with the now familiar real
wage diagram in (lnwM, lnK) space. The w curve, the schedule of short-run
equilibria, has just been derived. This is given by a horizontal segment (wM = 1
as shown by eq. 5) as long as the two sectors coexist and an upward sloping
line with slope equal to a + �, in the mature phase. This w line is thus identical
to that in the Lewis model except for the presence of the increasing returns
parameter which increases the slope of the line in the mature phase given the
external productivity effects of capital accumulation.

4 Arrow’s (1962) original model of learning by doing makes productivity a function of
cumulative gross investment.

Increasing Returns, External Economies, and Multiple Equilibria

154



A major change, with respect to most previous models, can be seen in the
schedule of stationary capital stocks or long-run equilibrium (the w* curve).5

Using the production function, the profit-wage curve is now: r = a K�/a [(1�a)/
wM](1�a)/a. Substituting into the steady state condition, s� r = �, and solving for
the real product wage yields the equation of the w* curve:

wM* ¼ ð1� aÞðasπ=�Þa=1�aK�=ð1� aÞ
The required wage is no longer independent of the capital stock. As in Romer
(1986) and the AK model, it is now an increasing function of K, so that the w*
curve in (wM, K) space is a positively sloped curve (see Figure 7.1). This is due to
the (external) productivity effects of increases in the capital stock. Since the
profit rate depends on the real wage and productivity, which in turn depends
on the capital stock, the same rate of profit and, thus, the same rate of capital
accumulation can now be generated at low levels of wages and capital stock
and at higher levels of wages and capital stock. There is no longer a unique
value of the real wage that can generate the steady state rate of accumulation.
There is now a locus of (w, K) combinations that generate this equilibrium rate
of accumulation.

The novel feature of themodel is that it generates multiple equilibria. Given
that the capital stock increases when the economy is below the w* line and
contracts when it is above, these equilibria, when they exist, must be as
follows: 1) A locally stable non-capitalist steady state at point S with per capita
incomes and wages at subsistence sector levels; 2) A locally stable steady state
at point M with high real wages and high capital intensity corresponding to
KM; 3) An unstable equilibrium at point U with capital stock KU. Depending
on initial conditions, the economymoves away from this equilibrium towards
either the high-level or low-level stable equilibria.

w

w∗

ln wM

ln K

U

M

S

KU KM

Figure 7.1 A Lewis-Rosenstein-Rodan model

5 We continue to neglect, for simplicity, labor force growth.
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To better understand why the intersection at U is unstable (and thus why
the other two equilibria are stable), consider an initial capital stock below KU

in Figure 7.1. At this low level of the capital stock, the market-clearing wage
(on the w curve) is higher than the real wage required to generate the steady
state rate of accumulation (on the w* curve). The rate of accumulation is thus
less than depreciation and the capitalist sector shrinks over time in size. The
economy’s capital intensity declines, thus moving away from KU and towards
the subsistence (or non-capitalist) economy at point S. Similarly, consider an
initial value of K just above KU. The market-clearing wage is now lower than
the required wage. The rate of capital accumulation is thus higher than its
steady state value. The capital intensity of the economy rises over time,
increasing the capital stock further away from KU and towards the steady
state at KM. Above KM, the wage is again higher than required and the lower
profit rate will reduce the rate of capital accumulation, until the economy is
back to the stable equilibrium at M.

There is a development trap below the low K intersection at KU. The low
level stable equilibrium at S is a trap in the sense that it is only a locally stable
equilibrium and a sufficiently large departure from it will trigger a self-
sustained process of expansion towards the high level equilibrium. The local
stability arises from the fact that, below KU, the elastic supply of labor and
increasing returns interact negatively to hinder the expansion of the capitalist
sector: the elastic labor supply sets a floor to the real wages that the capitalist
sector has to pay and, together with the initial conditions of low productivity
this prevents the profitable use of capital intensive technologies with increas-
ing returns. These interactions can be described as a vicious circle between the
inducement to invest and the scale of the capitalist sector. The inducement to
invest is weak because the scale of the capitalist sector and thus the level of
productivity (as determined by K), are small. The size of the sector and prod-
uctivity remain small because the inducement to invest is weak (profitability
is low).

Above the low-level intersection there is, in contrast, a virtuous circle
between productivity increases and the inducement to invest. In this case,
the interactions between increasing returns to scale and an elastic supply of
labor become positive and counteract the influence of diminishing returns to
capital. The reason is that the presence of increasing returns to scale
strengthens the productivity effects of capital accumulation while, at the
same time, the elastic supply of labor weakens the effects of capital accumula-
tion on the real wage. Growth can then go on with an increasing rate of return
on capital during the surplus labor phase of the development process. This
virtuous circle is followed by a process of convergence to the high level
equilibrium in which labor surpluses have been absorbed into the capitalist
sector and the economy, with a large capital endowment, is able to generate
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high real wages. This high equilibrium is the final stage of the transition phase
towards a mature economy in which the rate of growth would depend exclu-
sively, as in the Solow equilibrium path, on technical progress and labor force
growth.

Increasing returns to capital during the surplus labor phase of the transition
can also be seen if we look at aggregate production function:6

Y ¼ Lþ a ð1� aÞð1�aÞ=a K1 þ �=a ð7Þ
Eq. (7) shows that even though the capitalist sector’s technology is
subject to diminishing returns to capital (a + � < 1), the aggregate production
function shows increasing returns to capital (1 + �/a > 1).7 This is so, of
course, provided that the two sectors coexist (since eq. (7) is derived from
the assumption wS = wM = 1). Otherwise, if the traditional sector disappears,
the aggregate production function is the same as that of the capital-intensive
sector.

The unstable intersection, in between the vicious and virtuous circles, has to
be associated with Rosenstein-Rodan’s writing. For it corresponds, indeed, to
that critical mass of investment that generates the externalities and scale
economies required for a big push towards sustained economic development.
This critical mass of investment, corresponding to KU, need not be spontan-
eously achieved and may require policy action. As Rosenstein-Rodan stated it:
“There is a minimum level of resources that must be devoted to . . . a develop-
ment program if it is to have any chance for success. Launching a country into
self-sustaining growth is a little like getting an airplane off the ground. There is
a critical ground speed which must be passed before the craft can become
airborne” (Rosenstein-Rodan, 1984, p. 210).

The development trap below the low K intersection has to be distinguished
from a poverty trap due to insufficient savings. In the savings trap model of
Chapter 3, the rate of accumulation is low at small levels of K because low
incomes, barely enough for subsistence consumption, adversely affect the
savings rate. Below the low K intersection in that model, the capital stock
contracts because savings, despite the high profitability of investment, fall
below depreciation due to the low propensity to save. Unlike that model, in
the present one both real wages and the rate of return to capital are low. This
paradox of underdevelopment, the fact that the profit rate is low despite
capital being very scarce, results from the combination of increasing returns

6 Using eqs (1) and (2) total output (Y = S +M) can be written as Y = LS + Ka + � LM
1�a. Using (4) to

eliminate LS from this expression and (3) to eliminate LM (and also using eq. (5)) gives eq. (7).
7 It is worth noting that with constant returns to scale in the production of the capitalist sector

(� = 0), the aggregate production would feature constant returns to capital, as long as the two
sectors coexist, exactly as in the Lewis model and modern AK models.
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to scale and surplus labor. The rate of capital accumulation (s� r) is thus low at
small levels of K because profitability (r) is low. Even though a low savings rate
may aggravate the problem, it is the low profit rate, due to the small capital
stock, that prevents the rate of capital accumulation from rising above depreci-
ation. It is in this sense that the weakness of the inducement to invest, rather
than the scarcity of savings, is the source of problem and explains why the
initial conditions of low productivity and capital scarcity persist. This is an
important difference between the two models. Unlike what happens with a
savings trap, even a large degree of international capital mobility may now be
insufficient to lift a poor economy out of the present type of development trap.

The presence of international capital mobility, however, modifies themodel
significantly. The steady state condition s� r = � is replaced by I/K = ł (r – r*) = �,
where ł is a propensity to invest and r* is a risk-adjusted international profit
rate. Using the profit-wage curve, r = r (wM, K), the equation of the w* schedule
makes now the required wage a positive function of the capital stock and the
propensity to invest and a negative function of the depreciation rate and the
risk adjusted international profit rate. The role of the propensity to invest and
the risk premium in the determination of the required wage (and thus the
position of the w* schedule) opens the door to the influence of institutional
factors in the determination of the long-run equilibrium real wage and, as we
shall see, in the conditions for the existence of multiple equilibria. For
example, a higher propensity to invest or a lower country risk premium
(which lowers r*) shift the w* schedule upwards and increase the value of
the high level equilibrium real wage.

Themultiple equilibria generated by themodel should also be distinguished
from an example of multiple equilibria with a non-convex technology that
first appeared in the original Solow article (see Solow, 1956, p. 71). In the
Solow diagram of Figure 7.2, the curve showing gross investment per worker as

(δ+n) k

sf(k)

k

Figure 7.2 A case of multiple equilibria in Solow (1956)
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a function of the capital-labor ratio has the shape of an S which may then
intersect the effective depreciation line at more than one point. In this case,
the technology itself of the single modern sector being considered features
increasing returns to capital over a range of capital-labor ratios (with diminish-
ing returns to capital at higher levels of the capital-labor ratio).8 There is,
however, little discussion of why this may be so. One exception is Sachs
(2005) which argues as follows in favor of the hypothesis of increasing returns
to capital at low-income levels:

An economywith twice the capital stock per personmeans an economywith roads
that work the year round, rather than roads that are washed out each rainy season;
electrical power that is reliable twenty-four hours each day, rather than electric
power that is sporadic and unpredictable; workers who are healthy and at their
jobs, rather than workers who are chronically absent with disease. The likelihood
is that doubling the human and physical capital stock will actually more than
double the income level, at least at very low levels of capital per person. (p. 250)

The increasing marginal product of capital can generate low or medium level
unstable intersections, and therefore multiple equilibria. The similarity with
the present model is that in both cases profitability increases over a range of
capital stocks. The key difference is that here this is not a property of the
production function. The technology of the capitalist sector features dimin-
ishing returns to capital over the whole range of capital stocks and it is the
interaction between increasing returns to scale and an elastic labor supply
which generates multiple equilibria.

The conditions for multiple equilibria

What are the key assumptions that guarantee the existence of multiple equi-
libria in the Lewis-Rosenstein-Rodan model? The slope conditions for the
existence of multiple equilibria can be derived from the geometry of
Figure 7.1. For the model to generate a low level intersection, the w curve
must be flatter than the w* locus at low levels of K. For this, there must be
increasing returns to scale (�must be positive). This condition is evident from
Figure 7.1. Otherwise, the w* curve would be horizontal and, as in the Solow or
the Lewis models, there would only be a unique equilibrium (in Lewis, a
subsistence economy or a mature economy equilibrium depending on the
position of the two curves). Had we assumed constant returns to scale, there
would not be a critical level of the initial capital endowment below which no
sustained growth is possible. With constant returns, production can be under-
taken at the smallest imaginable scale without any adverse effects on

8 See, for related examples, Wan (1971, ch. 2 section 2), Barro and Sala-i-Martin (1995,
section 1.3.5), and Azariadis (1996).
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profitability. Then, if profitability is not high enough to generate sustained
growth, this will be true nomatter how large the initial capital stock, and if it is
high enough, this will be true regardless of how small the initial capital stock
is. In Lewis’model, for example, even the smallest initial capital stock leads to
self-sustained growth provided that the saving propensity out of profits is
sufficiently high and modern technology sufficiently productive.9

For the existence of a low K intersection in the absence of increasing returns
to capital (a + � > 1), the labor supply must be elastic. In the present model, this
is guaranteed by the perfectly elastic supply of labor assumed by Lewis. In a
more general model, there must be surplus labor in the broad sense of an
elastic labor supply, in order to generate a relatively flat segment of the w curve
at low levels of K to make possible the low K intersection.10 Otherwise there
would only be a mature economy intersection (if it exists). This is because
without a subsistence sector where workers can work if they do not find
employment in the capitalist sector, the real product wage would drop enough
to make the capitalist sector profitable.

While returns must increase to generate the low K intersection at U, they
must not increase dramatically, if the model is to generate the high
K intersection. As Figure 7.1 makes clear, for this intersection to exist, the
slope of the w* line, given by �/(1 � a), must be less than the slope of the w
curve in themature phase (given by a + �). Thus, it is necessary that: �/(1� a) <
a + �, which implies: a + � < 1. The increasing returns parameter (�) must not
be so high as to generate aggregate increasing returns to capital. Under such
dramatically increasing returns, there would be no mature steady state. After
reaching the critical value KU, the economy would keep on growing without
bounds. Even in the mature phase, the effects of capital accumulation on
productivity would more than outweigh the effects of raising real wages on
the profit rate. The profit rate, the rate of capital accumulation and the capital-
labor ratio would go on increasing in a process of endogenous growth, similar
to that in the Romer’s 1986 model discussed in Chapter 2.

The existence of multiple equilibria also requires that the w and w*
schedules intersect. If the wage required to generate a positive rate of capital
accumulation even when the whole labor force is employed in the modern

9 It is worth noting that the condition refers, indeed, to increasing returns rather than to
positive technological external effects. Positive technological externalities need to be positive
here only to the extent that they are the source of aggregate increasing returns.

10 In the Rodan-Leibenstein model in Ros (2000), the necessary condition is that the sum of the
parameter of returns to capital (a + �) and the product of the increasing returns parameter and the
labor supply elasticity (e �), must be greater than one. This condition is likely to be fulfilled when
the labor supply elasticity is high at low levels of K even with a small dose of increasing returns. In a
model without efficiency wages, with labor market clearing and CES utility functions, the
necessary condition involves a sufficiently high elasticity of substitution between the goods
produced by the two sectors (see Ros and Skott, 1998).
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sector is lower than the subsistence wage, the two schedules do not intersect
and there is then a unique and stable long-run equilibrium at point S (see
Figure 7.3). This case implies that the size of the labor force is so small that
industrialization will never be worthwhile, given the specification of the
production possibilities. One factor contributing to this possibility in an
economy under international capital mobility is a high country risk premium
(high r*) or a low propensity to invest (ł) which, as we have seen before in this
chapter, determine the position of the w* schedule in the case of international
capital mobility.

3. Properties and Extensions of the Classical
Development Model

We now turn to discuss some implications of the Lewis-Rosenstein-Rodan
model. Although our main focus will be on the properties of the transition
to the steady state, it is worthwhile to start by saying something about the
determinants of the steady state in the high level equilibrium.

Determinants of the mature steady state

The high level equilibrium features a Solow or Lewis-type steady state. This is
because in the mature phase the economy is a one-sector economy since the
subsistence sector has completely disappeared. Suppose instead that the sub-
sistence sector uses a fixed factor and labor under diminishing returns and
produces a different good as in the last section of Chapter 6. This implies that
the two sectors will coexist in the steady state. This feature, together with the
presence of increasing returns to scale in the modern sector, has novel impli-
cations for the determinants of the steady state.

w∗

wln wM

ln K

S

Figure 7.3 A unique subsistence economy equilibrium
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The employment share of the modern sector in the “mature phase”—in the
Kaldorian sense of maturity (see Chapter 6, section 4)—remains constant
during the mature phase, given our assumption of constant expenditures
shares. Assuming that the high level equilibrium occurs in the mature
phase, this is then the employment share of the modern sector in the high
level steady state. Two features of the high level equilibrium stand out. First,
the steady state is not independent of the scale of the economy. The capital-
labor ratio is an increasing function of the size of the labor force in the
presence of increasing returns. When extended to allow for population
growth, the model implies that the steady state value of the capital-labor
ratio—and of labor productivity in the modern sector—will be growing at an
endogenous rate given by n �/(1 � a � �) (see Ros, 2000, ch. 4).11 With
population growth, the steady state is thus characterized by a situation in
which profitability is constant, employment in themodern sector grows at the
same rate as the overall labor force, and the rate of capital accumulation is
higher than Harrod’s natural rate (equal to n in the absence of exogenous
technical progress) by an amount that depends on the increasing returns
parameter. The steady state growth rate of the capital stock is endogenous in
the sense that it depends on technology parameters (in particular �), but not
in the sense that it is affected by the savings rate. In this, and unlike recent
endogenous growth models, the present model features one of the key prop-
erties of the Solow model—the independence of the steady state growth rate
from the savings rate.

A second distinguishing feature of the steady state is the presence of the
employment share of the modern sector among its determinants. There are
two reasons for this. First, the larger the employment share, the higher is, for a
given scale, the steady state value of the capital-labor ratio and—through the
(external) productivity effects of capital accumulation—the higher the steady
state real wage tends to be. Second, a smaller sector S implies a higher prod-
uctivity of this sector in the steady state given the presence of diminishing
returns to labor in this sector. This effect has a positive influence on the real
wage and disappears only under constant returns to labor in sector S which
implies that productivity is independent of employment. In the present closed
economy model, the long-term equilibrium employment share is largely
determined by the consumption shares of the two goods, along with saving

11 This feature is akin to Arrow’s (1962) model of learning by doing, where the rate of per capita
output growth in the steady state increases with the rate of growth of population. This implication
has been often considered to be empirically questionable (see for example, Romer, 1986) and this
would certainly be the case if it is taken to mean that high productivity growth rates should be
observed in countries with a fast growing labor force. It is worth noting, however, that this
objection seems to overlook that the implication applies only to the steady state. Moreover, in
the present model with two sectors the implication applies to the growth of labor productivity in
the modern sector, but not to aggregate output per capita, as discussed below.
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rates and technology parameters (affecting distribution between profits and
wages). In an open economy, as we shall see in Chapter 9, the employment
share will primarily be affected by the pattern of specialization in inter-
national trade, as determined by resource endowment and economic policy.

How does the presence of increasing returns affect the steady state income
gaps across countries? The presence of increasing returns has the effect of
enlarging the steady state income gaps compared to those in the neoclassical
model. Intuitively, this is because in the neighborhood of the steady state the
productivity and profitability effects of increasing returns make the profit rate
diminish less strongly than otherwise, and allow economies with a higher
investment share to reach a higher steady state capital-labor ratio than other-
wise and thus a higher level of income in the steady state. The practical answer
depends on how much returns increase. If the effects of increasing returns are
moderate, as suggested by the evidence on scale effects, then the picture may
remain largely unaffected.12 Table 7.1 presents estimates of the steady state
income gaps in a Solow model “augmented” by technological externalities.13

Using the augmented production function, we can adjust the steady state
income gaps in the Solow model for the 5 country groups of Chapter 2
(shown in Table 2.1). The steady state values of output per worker in any
given group (i) of countries relative to the steady state value in the high-
income economies of group 1 can be estimated from: ln (y*i/y*1) = [1 + �/a

Table 7.1 Actual and steady state income gaps

Averages for country groups

1 2 3 4 5

Income as % of group 1 (2008) 100 50.7 22.6 8.6 2.7
Steady state income as % of group 1 (Solow model) 100 94.7 86.9 87.2 78.5
Steady state income as % of group 1 (adjusted for � = 0.2) 100 90.9 77.9 78.4 65.1
Number of countries 17 17 17 18 18

See Appendix to Chapter 1 for sources and definitions.

12 On direct evidence on returns to scale showing the existence of moderately increasing returns
to scale in a number of developing and developed countries, see Kraay and Raddatz (2007, table 4).

13 For simplicity, I reformulate the influence of technological externalities to avoid pure scale
effects. The production function is then: Y = (

~
K/L)� Ka (A L)1�a. The equations of the yA and yA*

curves are given by: yA = kAa + � and yA* = [s/(n + gA~+ �)]a/1�a kA�/a. From these equations, we can
solve for the steady state value of output per effective worker: yA* = [s/(n + gA + �](a + �)/(1�a��) = [(s/(n
+ gA + �))a/1�a](1 + �/a(1�a��)). This expression is very similar to the steady state value of yA in the
Solow model (see eq. 5’ in Chapter 2). The difference has to do with the increasing returns
parameter whose presence enhances the positive effects of savings rates and the negative effects
of labor force growth on the steady state level of income. Indeed, the effect of the increasing returns
parameter on the steady state level of income is identical to that of enlarging the capital share in
the Solow model.

Properties and Extensions of the Classical Development Model

163



(1�a��)] ln (y*i/y*1)s, where (y*i/y*1)s is the relative steady state income in
the Solow model (see eq. 5’ in Chapter 2).

The exercise assumes a value of � = 0.2 and, for comparative purposes, the
table reproduces the steady state income gaps of the Solow model (i.e., the
same model with � = 0). The exercise confirms that the presence of increasing
returns has the effect of enlarging the steady state income gaps, but that a
moderate dose of increasing returns does not make a dramatic difference.

On the other hand, the investment share will now tend to rise throughout
the transition, as it does in the Lewis model. This has the opposite effect
of narrowing steady state income gaps, as differences in the steady state
investment shares are now likely to be much smaller than actual differences.
The implication for the Lewis-Rosenstein Rodan model is that actual differ-
ences in income levels should largely be viewed, just as in the Solow model,
as the result of differences in the relative position with respect to the steady
state.

The transition to the steady state and the profitability trap

The more striking implications of the model concern the characteristics of the
transition and the possibility of poverty traps. Themore general implication is
that the adverse effects on productivity and profitability of low capital-labor
ratios will inhibit growth at low-income levels and thus weaken the tendency
to convergence of neoclassical growthmodels. Moreover, if multiple equilibria
exist, the profit rate (and the rate of accumulation) in the modern sector is no
longer a monotonically decreasing function of the capital-labor ratio. From
the profit-wage curve, we have r = K�/a [(1 � a)/wM](1�a)/a. Using the equation
of the w curve to eliminate wM, taking logs and differentiating with respect to
ln K, we obtain: d ln r/d ln K = �/a, when wM = 1, and d ln r/d ln K = a + � – 1,
when wM = [(1 – a) L�a] Ka + �. That is, during the labor surplus phase the sign
of the derivative d ln r/d ln K is positive and the profit rate is an increasing
function of the capital stock while during the mature phase, when the non
capitalist sector has disappeared, the sign of the derivative d ln r/d ln K is
negative and the profit rate is a decreasing function of the capital stock
provided that a + � < 1 (i.e. diminishing returns to capital in the production
function of the capitalist sector).

As we did for the Solow model, we can write the transitional component of
growth in the modern sector as s (r � r*) where s here is equal to “a s�”. Let us
define the rate of convergence as the ratio of this transitional component to
the log difference between the steady state and the actual values of the real
product wage in the modern sector. It follows then that since the profit rate
follows an inverted U pattern, the rate of convergence will be low and
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increasing at low levels of income and relatively high and decreasing as the
economy approaches the steady state.14

The model thus predicts, under certain conditions, a pattern of conditional
divergence/convergence at low and middle-income levels, with the highest
rates of accumulation occurring in the intermediate rather than in the initial
stages of the transition (as predicted by the neoclassical model).15 The key
condition is for the profit rate to increase over a range of capital-labor ratios.
Since, as the reader may have noticed, this condition is the same as the one for
the existence of a low K intersection, and thus for a trap with low profitability,
the model also suggests the possibility of divergence between high-income
and low-income countries. Moreover, if technical progress is largely specific to
the modern capitalist sector, the model suggests that the lowest growth rates
are to be found in the poorest countries (further away from the high steady
state) with negative growth rates for those countries in the poverty trap.

Allowing for international capital mobility tends to strengthen these prop-
erties of the model, as the low profit rates in the poorest countries implies that
capital will flow towards the middle-income and high-income economies,
while the middle-income economies will tend to receive capital from the
high-income economies with lower profit rates. Suppose indeed, as we did
for the neoclassical model in Chapter 3, that the rate of capital accumulation
is a function of the difference between the current profit rate and a risk-
adjusted, international profit rate (r*): I/K = ł (r – r*), with ł’ > 0 and ł (0) = 0.
Given the relationship between the profit rate and the level of the capital stock
in the presence of increasing returns to scale and elastic labor supply, the rate
of capital accumulation will tend to follow the same inverted U pattern of the
profit rate. At sufficiently low levels of K, the profit rate will fall below r*, as a
result of the interaction between increasing returns and elastic labor supply,
rather than political risk increasing the value of r*. Unlike the savings trap of
Chapter 3, international capital mobility exacerbates, rather than eliminates,
the development trap at low-income levels associated to a low rate of return on
capital. All this, of course, as already noted earlier, does not imply that
political risk, which affects r*, is unimportant. In fact, opening the economy
to capital flows brings in political risk and the factors affecting it into the
model, the determination of the high level steady state that the economy
reaches and that of the level of the capital stock and income below which
there is a poverty trap.

14 Formally, the rate of convergence (�) can be written as: � = a s� r* (r/r* � 1)/(ln w* � ln w).
Substituting from the profit wage curve yields: � = a s� r* [(K/K*)�/a (w*/w)(1�a)/a – 1]/(ln w*� ln w).

15 In terms of Figure 7.1, the rate of accumulation is the highest when the gap between the w*
and w curves is the largest.
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4. Dynamics of Rural-Urban Disparities under Increasing Returns:
A Kuznets-Myrdal Model

I close this chapter with an analysis of the dynamics of income distribution in
classical development models. In Chapter 6, we looked at the implications
that economic development has on income distribution in the Lewis model
and highlighted two features that characterize the surplus labor phase of the
transition to the steady state: the increasing share of profits and the unequal-
izing effects of technical progress in the capitalist sector as productivity gains
accrue to capital rather than labor. These central features, as the Lewis-Rosen-
stein Rodanmodel in this chaptermakes clear, are exacerbated by the presence
of increasing returns to scale since their interaction with elastic labor supplies
strengthens the increase in the share of profits during the transition. In this
section, we look at another aspect of the evolution of economic disparities
during the process of expansion of the capitalist sector, the evolution of
urban-rural disparities that has been the focus of so many regional develop-
ment models inspired by Gunnar Myrdal’s pioneering contributions to devel-
opment economics.

The economy considered is open to international trade and has two sectors,
A and M, that face given world prices, pA and pM, in the international market.
The agricultural sector (A) is labor-intensive and produces under diminishing
returns to labor:

A ¼ LA
1�b b < 1; ð8Þ

where we have set the fixed endowment of land equal to unity. The manufac-
turing sector (M) is capital-intensive and features technological externalities
which generate increasing returns to scale:

M ¼ ðKeÞ� KaLM
1�a aþ � < 1 ð9Þ

where (K~)� is the external effect of the average capital stock. The inequality
restriction in (9) rules out increasing returns to capital. For simplicity, we leave
aside labor force growth. Agricultural workers earn the average product of
labor and manufacturing workers earn the marginal product of labor. Thus,
labor earnings per worker in the two sectors are:

wA ¼ L�b
A ð10Þ

wM ¼ ð1� aÞKa þ �LM
�a ð11Þ

where we have chosen units such that pA = pM = 1.
The migration rate (m = MR/LFA, where MR is the number of migrants and

LFA is the rural labor force including migrants and agricultural workers) is an
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increasing function of the urban-rural wage differential. A simple version of
such a migration function is:

LA=LFA¼ ðwA=wMÞŁ Ł > 0 ð12Þ
which implies (1 – m)�1/Ł = ø, where ø = (wM/wA).

In the short run, the capital stock is given and there is no labor mobility
between the two sectors. The urban labor market clears at a wage determined
by the equality between the exogenously given urban labor force and labor
demand in industry. The rural wage is determined by the average product of
labor at the existing level of agricultural employment, which in turn is equal
to the given rural labor force less the migrants.16 The model gives us solutions
for wA, wM, and m. From (10) and (11), we have:

o ¼ ð1� aÞKa þ �LFAbð1�mÞb=LM
a ø ¼ wM=wA ð13Þ

which shows a negative relationship between the urban wage premium and
the migration rate. The higher is migration the lower is employment in
agriculture and the higher the average product of labor in that sector which
reduces the wage differential between industry and agriculture.

From the migration function (12), we have a positive relationship between
the urban wage premium and migration. A higher wage premium induces a
larger migration rate:

ø ¼ 1=ð1�mÞ1=Ł ð14Þ
Eqs (13) and (14) determine simultaneously the short-run equilibrium values
of the urban-rural wage differential (ø) and the migration rate (m). Figure 7.4
illustrates the short-run solution to the model. The m (ø) curve is the
graph of the migration function (eq. 12): it is positively sloped since a higher
urban-rural wage differential raises the migration rate. The ø (m) curve
shows the market equilibrium value of the ratio of urban to rural wages at
each given level of the migration rate (eq. 13). This curve is negatively
sloped: a higher migration rate reduces the level of employment engaged in
agricultural production and increases the average product of labor in this
sector, given the presence of diminishing returns to labor. Thus, the urban
wage premium narrows.

The model features unemployment in the short run (the migrants are the
unemployed). This unemployment may properly be called migration-induced
unemployment. It is worth noting, however, that its nature is rather different
from that in the well-known Harris-Todaro model: migration is not zero when
the economy is in short-run equilibrium. In fact, if there were no migration

16 Because migration takes time, higher migration reduces the level of employment in
agriculture in the current period without increasing the labor supply in the urban industrial sector.
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there would be no unemployment and no wage differential. The wage pre-
mium arises from imperfect labor mobility, rather than being exogenous as in
the Harris-Todaro model.17

Consider the effects of changes in the capital stock and in the urban-rural
composition of the labor force. An increase in the capital stock shifts the ø (m)
function upwards (see eq. 13). By raising labor demand in the urban sector, it
increases the urban wage premium, as well as the migration rate. This
unequalizing effect of capital accumulation—in the sense that it increases
urban-rural disparities—is analogous to the effect that a higher level of
urban employment has on unemployment in a Harris-Todaro model, in
which a higher demand for labor in the urban areas induces a higher rate of
migration and unemployment.18 As shown by eq. (11) the strength of this
effect depends here positively on the degree to which returns to scale increase
in the industrial sector.

An increase in the urban labor supply relative to the rural labor force shifts
the ø (m) curve downwards and reduces migration and the urban wage
premium (see eq. 13). Urbanization, understood as an increase in the
urban labor force and a reduction in the rural labor force, has an equalizing
effect on urban-rural disparities. Ultimately, this is due to the presence of

m (ω)

ω (m)

mm∗

ω∗

ω

Figure 7.4 Short-run determination of migration and the urban wage premium

17 Unlike previous chapters, the short-run equilibrium does not feature the equalization of labor
earnings across sectors (wM = wA). This is because migration is costly and labor mobility is
imperfect. The model also differs from the Harris and Todaro model where the urban rural wage
differential is exogenous and the short-run equilibrium features the equalization of the expected
urban wage and the rural wage. In this model, the expected urban wage in turn is an inverse
function of the urban unemployment rate as the probability of being employed falls as
unemployment rises.

18 This is not due, however, to the increase in urban employment initially raising the probability
of being employed, but rather because with imperfect labor mobility, a higher urban demand for
labor raises the urban wage, which leads to a higher migration rate.
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diminishing returns to labor in both sectors. It is worth noting that this
equalizing effect is not present in the standard Harris-Todaro model, since
there the urban-rural wage differential is given. The reader may also verify that
an exogenous increase in the rural labor force shifts the ø (m) curve upwards
and increases the wage premium by reducing the average product of labor in
agriculture. Our analysis in what follows will focus on the effects of capital
accumulation and the changing composition of the labor force.

Over time, migration proceeds at a rate that increases with the urban wage
premium. We assume that the accumulation of capital is increasing in the
industrial profit rate. The resulting changes in the composition of the labor
force and the capital stock modify the short-run equilibrium values of urban
and rural wages. What is the path of urban-rural disparities as a result of these
changes? Clearly, the evolution of urban-rural disparities will depend on the
strength of each of the two effects described above, the unequalizing effect of
capital accumulation and the equalizing effect of urbanization. As we now
shall see, the balance of the two effects can be shown to depend on the urban-
rural composition of the labor force.

For small values of the urban labor force, the equalizing effects of urbaniza-
tion associated with the presence of diminishing returns to labor in agriculture
are relatively weak. The reason is that withmost of the labor force employed in
agriculture, the reallocation effects of migration have a small effect on rural
wages. As a result, the unequalizing effects of capital accumulation, operating
through the increase in the urban wage premium, tend to dominate. This is so
whether the initial urban labor force is large or small relative to the capital
stock in industry. In the first case, when the urban labor force is large, the
positive productivity effects of industrial employment (associated with
increasing returns) translate into positive profitability effects on capital accu-
mulation, which reinforce the growth of the urban-rural wage differential.
When the urban labor force is small those profitability effects are offset by
the relatively large impact of capital accumulation on urban wages. In this
case, however, the increase in labor demand pulls the urban wage up to
such an extent that despite the negative effect on capital accumulation, the
urban wage premium increases.19 Urbanization and capital accumulation
then go hand in hand with a widening of rural-urban disparities. Because
these disparities induce increasing migration rates, we have also in this
phase a Todaro-type phenomenon of urbanization tending to outpace the
rate of industrialization.

19 It is only over an intermediate range of levels of the urban labor force (relative to the capital
stock) that the urban wage premium does not increase. In this range, the labor force is sufficiently
large to offset the positive profitability effects on capital accumulation but too small for the upward
pressure on urban wages to generate an increase in the wage premium.
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At higher levels of urbanization, the equalizing effects of migration become
stronger and capital accumulation proceeds at a slower pace as the profit rate
falls. The mechanisms described operate in reverse, and the equalizing effects
of migration more than offset the unequalizing effects of capital accumula-
tion. The urban-rural wage differential then tends to fall as urbanization
proceeds.

Formally, suppose that the capital stock changes at a rate (I/K) which is a
positive function of the differential between the domestic rate of profit (r) and
an international, risk-adjusted profit rate (r*):

I=K ¼ łðr� r*Þ ð15Þ
where ł is a positive parameter. In competitive equilibrium the profit rate is
given by:

r ¼ aLM
1�a=K1�ða þ �Þ ð16Þ

Substituting from (16) into (15), we get the dynamic equation for K:

I=K ¼ łða LM
1�a=K1�ða þ �Þ � r*

�
ð17Þ

From (17), setting I/K = 0, we obtain a locus of (LM, K) combinations along
which the capital stock is stationary:

LM¼ ½r*K1�ða þ �Þ=a�1=ð1�aÞ ð18Þ
Using now (13) and (14) to eliminate ø, we obtain a reduced form equation for
the short-run value of the migration rate. Setting m = 0, we obtain a locus of
(LM, K) combinations along which the rural labor force (LFA), and thus also the
urban labor force, are stationary. The equation of this locus is:

LM ¼ ½ð1� aÞKa þ �LFAb�1=a ð19Þ
Figure 7.5 shows the long-run solution of the model in (ln LM, ln K) space. The
slope of the K̂ = 0 locus (or I/K = 0), obtained by taking logs in (18) and
differentiating with respect to ln K, is a constant less than unity under the
assumption of increasing returns (� > 0): d ln LM/d ln K = [1 – (a + �)]/(1 � a).

The slope of the locus L̂M = 0 is derived in a similar way from (19): d ln LM/d
ln K = (a + �/[a + b (LM/LFA)]. The slope is thus larger than unity (and thus
larger than the slope of the K̂= 0 locus) when LM is small (for LM = 0, the slope
is clearly more than one with � > 0) and tends to zero at high values of LM,
when LFA tends to zero.

As shown in Figure 7.5, the model features multiple interior equilibria, one
of which is a saddle point at the low K intersection, and the other is a locally
stable equilibrium at the high K intersection. The downward sloping saddle
path is a critical locus of (LM, K) combinations below which the economy is in
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a development trap. In this trap, capital accumulation and urbanization
cannot get off the ground. Rural-urban migration is insufficient to offset the
negative effects of capital accumulation on profitability. The low profit rate
then leads to a contraction of the capital stock, which reduces the urban wage
premium and migration. The reader may want to verify that the presence of
increasing returns to scale (� = 0) is critical for the existence of the trap.

Above the saddle path, and provided that the economy is either below the
K̂ = 0 schedule or above the L̂M = 0 locus, the path towards the high
K equilibrium will feature a negative slope (d ln LM/d ln K < 0) initially. This
negative slope is a sufficient condition for the existence of an initial period in
which rural-urban disparities tend to increase. Indeed, solving (13) and (14)
for the urban wage premium, taking logs and differentiating with respect to ln
K, we obtain:

d lnø=d ln K ¼ fðaþ �Þ=ð1þ ŁbÞ� � ½aþ bðLM=LFAÞ�=ð1þ bÞgðd ln LM=d ln KÞ
With d ln LM/d ln K < 0, the process will feature an initial period in which d ln
ø/d ln K is positive and therefore the urban wage premium rises with capital
accumulation. When the slope of the actual path becomes positive, the
increase in urban-rural disparities slows down and eventually is reversed as
(LM/LFA) is sufficiently large to make d ln ø/d ln K negative.

The model generates under certain conditions the inverted-U shape of the
Kuznets curve for the evolution of urban-rural disparities. In this framework,
the critical assumptions required to generate this pattern are the following.
The first is the presence of imperfect labor mobility. Otherwise, the short-run
equilibrium would be characterized by a zero migration rate and the urban
wage premium would not change, always being such as to generate the zero

K̂ = 0

L̂ M = 0

ln LM

ln K

Figure 7.5 Long-run dynamics of urbanization and capital accumulation
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migration rate.20 The second assumption refers to the presence of diminishing
returns to labor in agriculture. Indeed, suppose that there were increasing
returns in agriculture. The effect of employment growth in the modern sector
would unambiguously lead to a widening of urban-rural wage differentials, as
the contraction of the agricultural sector brings about a fall in its productivity
and both capital accumulation and the increase in the urban labor force tend
to have unequalizing effects. Interacting with increasing returns in industry,
this worsening of urban-rural disparities would further accelerate the growth
of the modern sector and the contraction of agriculture. In this Myrdalian
cumulative process of uneven regional development, the growth acceleration
phase would continue until the agricultural sector disappears. This process
would be accompanied by ever worsening disparities among regions. The
third assumption, although not strictly necessary, is the presence of increasing
returns to scale in industry. Under these conditions, the impact of the reallo-
cation towards this sector (i.e. of a faster rate of employment growth in the
modern sector than in agriculture) during the early stages of the process is to
increase the productivity growth differential in favor of industry. Under con-
stant returns to scale in the industrial sector, there would be no tendency for
capital accumulation to accelerate in the early stages and thus the tendency
for the urban wage premium to increase would be more moderate. This
account of the Kuznets curve is very ‘Myrdalian’ to the extent that the
unequalizing increasing returns effects (or “backwash effects” in Myrdal)
dominate at low- and middle-income levels, and the equalizing diminishing
returns effects (or “spread effects”) dominate at higher income levels.21

Is there any empirical evidence that favors our interpretation? It has often
been argued that the upward sloping section of the Kuznets curve is perfectly
escapable or may become a perpetual fate depending on the style of economic
development.22 Our analytical framework has a number of implications con-
cerning the effects of growth on inequality that provide some support for this
assertion. The implications that the model has for the effects of the style of
growth on inequality can be summarized as follows. First, growth based on
physical capital accumulation generates more inequality at low- and middle-
income levels, by worsening the urban-rural income distribution, and less
inequality at high-income levels by improving urban-rural disparities. As
argued earlier, the overall impact of capital accumulation on inequality is

20 In this setting, the wage premium may actually tend to fall throughout the process of
urbanization to the extent that increasing migration costs raise the supply price of labor to
industry.

21 Our analysis is far, however, from giving a full account of the mechanisms envisaged by
Myrdal.

22 On the role of the pattern of growth and its influence on income distribution and poverty, see
among others (Griffin, 1989). For a survey of research on the subject, see Lipton and Ravaillon
(1995, section 5).
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likely to vary with the level of urbanization: the worsening of the rural-urban
distribution dominating at low levels of urbanization and the equalizing
effects dominating at higher levels. It therefore follows that, other things
being equal, the impact of growth on the distribution of income varies with
the level of development and changes sign from low to high levels of income.

Second, balanced productivity growth between agriculture and industry
generates less inequality than does industry-biased productivity growth.
A higher rate of land-augmenting technical progress implies a higher rate of
growth of rural wages, at each level of the urban labor force. Actual urban-rural
disparities tend to be smaller. The effects on distribution of a higher rate of
population growth in the rural areas will instead worsen the urban-rural
income distribution as they are symmetrically opposite to those of agricultural
technical progress (reducing rather than increasing the average product of
labor in agriculture).

Finally, growth based on physical capital accumulation is likely to generate
less equality than does skill-based growth. In its simplest version, the accumu-
lation of skills is equivalent in its effects to labor-augmenting technical pro-
gress. As such, in a small open economy facing given relative prices, it will tend
to benefit the labor-intensive sector. If agriculture is more labor-intensive than
industry, this has a negative effect on the urban-rural wage differential and,
therefore an equalizing effect. One should add, however, that a number of
mechanisms may counteract these equalizing effects, to the extent that educa-
tional services are concentrated in the urban areas. Under these conditions, the
external effects of skill acquisition are larger in the urban than in the rural
sector and rural-urban migration is likely to change adversely the average level
of skills in the rural areas. This redistribution of skills will prevent the growth in
the skilled labor force from being uniform by augmenting the growth of skills
of the urban labor force and slowing it down in the rural sector.23

Appendix. A stable low-level equilibrium with a small
capitalist sector

In the Lewis-Rosenstein Rodan model, the low level stable equilibrium is a subsistence
economywithout a capitalist sector. The same applies if we relax the assumption of two
sectors producing the same good and allow each sector to produce a different good with
constant expenditure shares for the two goods produced (see Ros, 2000). We now

23 This unequalizing influence acts in the same way as if there were increasing returns in
agriculture because agricultural productivity tends to decline with the fall in the agricultural
labor force. As already noted above in our reference to Myrdal, this redistribution of skills tends
to prolong the phase of increasing inequality, as well as to increase the level of inequality at which
the “turning point” occurs.
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consider a variant of this model that generates a low level stable equilibrium with a
capitalist sector. The key change is to abandon the assumption of constant expenditure
shares, which follow from a Cobb-Douglas specification of the utility function, and
consider instead changing expenditure shares.We do this in a simple way. Suppose that
the expenditure share of the subsistence sector good (Æ) falls as K increases, due to a
relatively high income elasticity of demand for theM sector good. At low levels of K, the
high value of the expenditure share (Æ) will moderate the high value of the labor supply
elasticity arising from the low employment share of the modern sector (a low LM/LS). If,
for example, Æ tends to one when K tends to zero, the labor supply elasticity will be zero
just as in the mature phase at high levels of capital stock. The slope of the w curve will
thus be larger than the slope of the w* locus (provided returns to capital are non-
increasing). At intermediate levels of K, the lower value of Æ tends to increase the
labor supply elasticity. The combination of a labor surplus with an income elastic
demand for M goods makes the w curve relatively flat. It is then possible that, over a
range of K values, the w curve becomes flatter than the w* line, before becoming steeper
again at high values of K. The w curve will thus have the shape of an inverted S as in
Figure 7.A.1.24

The model generates a low level stable equilibrium at strictly positive values of
K. What gives local stability to the low level intersection is the relatively inelastic
labor supply, which exists when K is small. This low labor supply elasticity is due to
the small expenditure share of M goods, which implies that the additional income
generated by an expansion of the capital stock is mostly spent on S goods. This turns
the terms of trade against the M sector, thus raising the product wage in this sector and
preventing a self-sustained expansion of the capital stock.

w w∗

lnK

ln wM

Figure 7.A.1 A low-level equilibrium with a capitalist sector

24 The following formulation with variable expenditure shares and efficiency wages generates a
shape similar to that in Figure 7.A.1. Suppose (1�Æ)/Æ = zwM

Å. Assuming for simplicity b = 0 (constant
returns to labor in the S sector), the elasticity of labor supply becomes: e = (Å + Δ (LM/LS)

@)/(1 + LM/LS),
where: @ = Å/[(1� Æ)/Æ)� Å], Δ = [w/(1�d)]@/Æ [(1�s� a)/(1�a)]@, and d is a parameter of the effort
function (see Chapter 6).When Æ = 1, @ is negative and e falls as LM increases. The slope of thew curve
increaseswithLM.When (1�Æ)/Æ > Å, @ is positive ande increases over a rangewithLM.The slopeof the
w curve falls as LM increases. Eventually as Æ tends to zero, @ tends to zero, and e falls again as LM
increases. The slope of the w curve then increases with LM. Two low-level equilibria with a positive
capital stock (one stable and one unstable) can arise from this shape of the w curve.
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8

Internal Economies, Imperfect Competition,
and Pecuniary Externalities

The source of aggregate increasing returns to scale, as mentioned in Chapter 7,
may be external or internal to the firm. When internal, the firm’s technology
is itself subject to increasing returns to scale as a result of fixed costs, area/
volume relationships and technical discontinuities. The presence of these
plant-level economies of scale was seen as characteristic of mass production
methods in early development theory writing. Rosenstein-Rodan’s (1943)
dramatizes them with the example of the shoe factory which to operate
profitably with modern technologies would have to employ no less than
20,000 workers. In Nurkse (1953, ch. 1) relying on Young (1928), the relative
convenience of the hammer and stone technologies for Robinson Crusoe
depends on the number of nails to be driven. Economies of scale due to
indivisibilities and technical discontinuities are also characteristic of the pro-
vision of infrastructure (or “social overhead capital”) which “require a min-
imum high quantum of investment which would serve, say, fifty factories but
would cost far too much for one” (Rosenstein-Rodan, 1984, p. 208).

When the source of increasing returns is a property of the individual firm’s
production function, externalities that are not of a technological nature can
also arise. These are pecuniary externalities, in which interdependence among
producers takes place through the market mechanism rather than directly as
in the case of technological externalities. As Scitovsky (1954, p. 300) stated it,
all that is necessary for these external effects to take place is that “the profits of
one producer are affected by the actions of other producers”. Such external
effects arise from the expansion of one firm which, operating under econ-
omies of scale, reduces the production costs for other producers (through the
reduction of its own costs), or from the expansion of other producers enlar-
ging the size of the market for the individual firms and thus reducing its
production costs. As a result, and even without technological externalities,
additional returns would accrue to a firm, not only with its own expansion,



but also with the growth of an industry and the whole economy. Fleming
(1955, p. 283) further distinguished “horizontal” from “vertical” pecuniary
externalities, depending on whether interdependence takes place “horizon-
tally” through the interrelatedmarkets of final goods industries, or “vertically”
by industries interacting as suppliers and customers.

In this chapter we turn to economies in which aggregate increasing returns
originate in economies of scale at the firm level and where pecuniary external-
ities can arise. Combined with elastic factor supplies, economies of scale lead
to pecuniary externalities and can generate multiple equilibria and the need
for a “big push”. In the two models to be examined, the presence of internal
economies of scale forces us to abandon the assumption of perfect competi-
tion. In the first model, pecuniary externalities involve demand spillovers
across final goods industries, a case of “horizontal” external economies in
Fleming’s terminology. In the second model, external effects involve “verti-
cal” external economies in the spirit of Hirschman’s (1958) “forward and
backward linkages”. The chapter also assesses empirically the role of increas-
ing returns and elastic labor supplies in the process of capital accumulation by
looking at the evidence on returns to scale, the pattern of growth rates at low,
middle and high income levels, and poverty traps.

1. The Big Push Argument Based on Horizontal Pecuniary
Externalities

Murphy, Shleifer, and Vishny (1989) formalized Rosenstein-Rodan’s idea of
the need for a big push to overcome the coordination problems arising from
the existence of multiple equilibria. In this model, economies of scale arise in
the production of final consumer goods and market structure is such that a
single firm in each sector has access to the increasing returns technology.

Consider a multisectoral economy producing n final goods, each of which
has an equal and constant share (1/n) in final expenditure. There are two
techniques in the production of each good: a traditional technique with
constant returns to scale (cottage production) and a modern technique with
increasing returns to scale (mass production). The modern technique domin-
ates the traditional technique at high levels of output, but is less productive at
low levels. Letting S andM be the output levels produced with each technique
in any given sector, technology is thus described by:

S ¼ LS ð1Þ

Internal Economies, Imperfect Competition, and Pecuniary Externalities

176



M ¼ kðLM � FÞ k >1 ð2Þ
with M > S when LM = LS = L/n, L being the total labor force. We choose units
so that the CRS technique converts one unit of labor into one unit of output.
F is a fixed labor input required to start mass production. With F > 0, the
modern technique displays increasing returns to scale. Since S and M refer to
the same good in each sector, LS provides a perfectly elastic supply of labor for
the production of M.

When it is in existence, atomistic producers operating under perfect com-
petition use the traditional technique. In contrast, a single firm in each sector
has access to the modern technique. This firm will charge the same price that
traditional producers would, even when it becomes a monopolist. Indeed, the
firmwould lose all its sales if it chargesmore and finds it unprofitable to charge
less since it faces a demand curve with a unit elasticity (given the constant
share of each good in final expenditure). The modern firm has to pay a factory
wage premium (w � 1), where w is the wage paid by the modern firm and the
traditional wage is set equal to one.

Let Y be aggregate income (measured in traditional wage units). The mon-
opolist profit in any given sector is equal to sales (Y/n) minus total costs, w
LM. Since the price is one (and thus M = Y/n), using (2) the monopolist profit
(�) can be written as:

p ¼ a ðY=nÞ �wF a ¼ ð1�w=kÞ ð3Þ
where 1 is the price he charges and w/k is his unit variable cost. It is worth
noting that the difference between price and variable cost, a = (1 � w/k), must
be positive for the factory to break even, whatever the level of income. This
implies:

w < k ð4Þ
i.e., the wage premiummust not be so high as to offset the advantages of mass
production. Still, even with (4) fulfilled, the monopolist will incur the fixed
costs wF only if he expects sales (Y/n) to be high enough for the investment in
mass production to be profitable.

The monopolist expected sales are a function of the fraction (Å) of sectors in
the economy that industrialize. Indeed, aggregate income can be expressed as
the sum of income in the traditional sectors, (1� Å) L, andwages and profits in
the modern sectors, Å (w L + n �). Spending per sector is then: Y/n = Å � + [1 + Å

(w�1)] L/n. Substituting into (3) and solving for � as a function of Å yields:

pð�Þ ¼ fa½1þ �ðw� 1Þ�L=n�w Fg=ð1� a�Þ ð5Þ
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What happens to profits as the fraction of sectors that industrialize increases?
Differentiating (5) we can solve for the slope of the profit function:

dp=d� ¼ a½ðL=nÞðw� 1Þ þ pð�Þ�=ð1� a�Þ
which, as can be verified, is positive provided that condition (4) is fulfilled and
the modern technique dominates the traditional technique at high levels of
output.

Three configurations are then possible: a) � (0) > 0, in which case the
expected profits of a monopolist investing in isolation are positive and no
traditional economy equilibrium will exist; b) � (1) < 0, in which case no
industrialization equilibrium will exist since profits are negative even when
all firms in all sectors adopt the modern technique; c) � (0) < 0 and � (1) > 0,
which implies that whether the modern technique is profitable or not
depends on the fraction of sectors in the economy adopting the modern
technique. This is the case shown in Figure 8.1. Then, if the fraction Å of
sectors that industrialize increases when profits are positive and falls when
they are negative, there will be multiple equilibria at Å = 0 and Å = 1.
A traditional economy (Å = 0) with negative expected profits and an industri-
alization equilibrium (Å = 1) with positive profits are self-sustaining and both
consistent with the same parameter values.

As is easily verified: � (0) = aL/n � wF and � (1) = k (L/n � F) � wL/n. The
conditions required for the existence ofmultiple equilibria,� (0) < 0 and� (1) > 0,
thus imply:

F > aðL=nÞ=w ð6Þ

F< aðL=nÞ ð7Þ

Figure 8.2 presents a diagram by Krugman (1992) that will be helpful in
analyzing the different configurations. The S andM lines in the diagram show

0
1

π

h

Figure 8.1 Profit expectations and multiple equilibria
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the value of output (with a price equal to one) as a function of labor input,
for each technique. These are simply the graphs of eqs (1) and (2), with (1)
coinciding with the 45-degree line due to the choice of units. As drawn, the
condition in (2) is met: M > S when the labor force is fully employed in mass
production in each sector and labor input is L/n. The ray 0w shows total wage
costs as a function of labor input when employing the modern technique. Its
slope is equal to w since the traditional wage is set equal to one. The slope of
the 0w ray (w) is drawn as less than the slope of the M line (k), and thus
condition (4) is met.

Consider Rodan’s shoe factory. An individual shoe producer adopting the
modern technique will be able to sell a level of output equal to Si by displacing
previous sales by traditional producers (with a large number of goods we can
ignore the increase in the demand for shoes arising from the higher wages paid
to the workers employed in the shoe factory). Point A in the diagram, on the
M line at the level of output Si, corresponds to the level of employment in a
modern sector (the shoe factory) when it sells as much as the traditional
producers would when producing at full employment. Point B, on the
M line at the level of employment L/n, corresponds to production in the
modern sector when it operates at full employment.

Given traditional production elsewhere (i.e., in the production of textiles,
food processing, etc.), the adoption of the modern technique in the produc-
tion of shoes will be profitable if point A is above the 0w ray. By merely
replacing traditional producers, the shoe factory will find a large enough
market to be profitable. Sales are higher than wage costs when the firm invests
in isolation and the same applies to the adoption of mass productionmethods
in other sectors. The use of modern techniques in those sectors will increase
the demand for shoes, as a result of the higher wages paid and the profits

0

S

F

A

w

M

B

Si, Mi

Si

L/n L

Mi

Figure 8.2 The big push model of Murphy et al. (1989)
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generated, making it profitable for the shoe factory to increase its output to
point Mi and employment to L/n (i.e., up to point B). Only an industrializa-
tion equilibrium exists with output equal to Mi in each sector. Condition (7) is
met; however, condition (6) is not. This is because, given the size of themarket
(a function of L/n), F and w are so low that (6) is not fulfilled.

Suppose that F is so large that, not only point A, but also point B on the
M line at the level of output Mi, is below the 0w ray. The modern technique is
more productive than the traditional, in the sense that at high levels of output
(with labor input equal to L/n) M is larger than S. Yet, given the wage
premium, the potential market is not large enough to take advantage of a
simultaneous application of mass production methods, let alone of the adop-
tion of the modern technique in isolation. Condition (6) is fulfilled, but
condition (7) is not. There is only a low-income equilibrium based on trad-
itional techniques.

Between these two extremes there is a range of intermediate values of F for
which both conditions are fulfilled and two equilibria exist. This is the case
shown in the diagram with point B above the 0w ray and point A below. In
isolation, the shoe factory is unprofitable but a simultaneous adoption of mass
production methods would make a level of output at Mi profitable for all
modern firms. Given F and w, the potential size of the market is large enough
to make a simultaneous application of mass production methods profitable,
yet insufficient to make any individual modern firm viable in isolation. Mul-
tiple equilibria exist and without a coordinated “big push” the economy may
remain stuck in a traditional economy equilibrium.

There are a number of interesting differences between the present model
and the one in section 1 of Chapter 7. First, the multisectoral nature of the
economy is essential to generate the type of external effects that are behind
the coordination problem. If a single good was produced with internal econ-
omies of scale, a need for a “big push” cannot arise. Coordination problems
will only arise when capital is used in production and there are technological
externalities. Thus, in an economy with a single modern firm and no external
effects, the coordination problem does not exist. There would be a unique
equilibrium whose nature depends on whether M is larger or smaller than
S when the labor force is fully employed.

Market size also matters in a different way. In Chapter 7, cumulative output
proxied by the overall capital stock matters because it makes modern technol-
ogy more productive. The external effects are in the nature of technological
spillovers. Here, market size matters because it makes modern techniques
more profitable. It is in this sense that externalities are pecuniary. Output
levels elsewhere have no technological spillovers on the shoe factory
(yielding, for example, a better trained labor force). They have demand spill-
overs that make the same technology more profitable.
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The presence of a wage premium is now essential for the multiplicity of
equilibria, unlike in the model with technological externalities. This is partly
due to the static nature of the model. Another reason is that pecuniary exter-
nalities are not sufficient by themselves to generate multiple equilibria. With-
out a wage premium, there would still be external effects but these will only
operate through profits, rather than through the higher wages paid bymodern
firms. A positive externality would only arise if profits from the individual
adoption of the modern technique are positive. Thus, if the adoption of mass
productionmethods is unprofitable in a single sector in isolation, this will also
be the case when a simultaneous adoption of modern techniques takes place,
and vice versa. This can readily be seen from Figure 8.2. If w = 1, the 0w ray
becomes the S line and there is no configuration in which points A and B can
be on two different sides of the 0w ray. Thus, there is no conflict between
individually rational behavior and collectively rational behavior. The exist-
ence of a high level equilibrium is sufficient to exclude the possibility of a low-
level equilibrium because individual incentives as mediated by the market are
sufficient to ensure full industrialization.1

2. Vertical Externalities: A Rosenstein-Rodan/Hirschman Model

We now consider an economy in which pecuniary externalities arise from the
presence of increasing returns in the production of intermediate goods. The
specification of technology and market structure in the sector producing
intermediate goods follows Skott and Ros (1997), and features a given number
of producers of such inputs operating under monopolistic competition. Mul-
tiple long-run equilibria can arise as a result of dynamic pecuniary external-
ities.2 Because we focus on linkage effects between intermediate and final
goods, rather than on demand spillovers across final goods sectors, we sim-
plify and assume that only one final good is produced.3

Two sectors compete in themarket for the final good. Traditional producers,
as before, turn one unit of labor into one unit of output: S = LS. Modern
technology is capital intensive. Modern firms, also operating under atomistic
competition and constant returns to scale, use capital (K) and intermediate
goods (I) to produce output M:

1 Formally, as can readily be checked, when w = 1 there are no values of F and L for which
conditions (6) and (7) can be simultaneously fulfilled.

2 Related models are the “infrastructure model” in Murphy, Shleifer, and Vishny (1989), as well
as the models in Rodrik (1994) and Rodriguez-Clare (1996) with multiple equilibria in open
economies (see Chapter 14).

3 Qualitative results are unchanged if the S good is a good substitute for the M good or if there is
surplus labor in sector S associated to efficiency wages in sector M.
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M ¼ Ka I1�a 0< a<1; ð8Þ

where I represents the input of a set of intermediate goods,

I ¼
hP ð1=nÞ Isi

i1=s
0< s<1;

n being the number of intermediate goods, assumed to be given.4 Production
of these intermediate goods is subject to internal increasing returns:

Ii ¼ L1þ m
i m>0 ð9Þ

where Li is labor input. The Ii goods may represent a set of producer services
(such as banking and insurance) and manufactured inputs, as in Rodriguez-
Clare (1996), or a set of infrastructural goods (power, transport, communi-
cations, training facilities), as in Skott and Ros (1997).5 The key difference
between traditional andmodern sectors is that while sectorM has a “backward
linkage” a la Hirschman with sector I, there are no linkages in the case of
sector S.

Firms maximize profits taking input prices as parametrically given. Produ-
cers in sectors S and M also face given output prices. In sector M, the capital
stock is predetermined in the short run and since producers in this sector are
atomistic, a firm’s future demand and supply conditions will be independent
of its own short-run decisions. Hence, there are no intertemporal complica-
tions. As shown in Skott and Ros (1997), the demand function for I goods is
given by:

I ¼ ð1� aÞ1=a ðpI=pMÞ�1=aK ð10Þ
where pI (= n pi under symmetry) is the (minimum) cost of a bundle of
intermediate goods yielding I = 1.

In sector I, producers operate under conditions ofmonopolistic competition
and face downward sloping demand curves:

Idi ¼ Dpi
�� � >1; ð11Þ

where D is a position parameter and � is the price elasticity of demand facing
individual producers. This elasticity is a function of �, a, and n, and, for a large

4 Qualitatively similar results can be derived from a Dixit-Stiglitz-Ethier type specification (used
by Rodriguez-Clare, 1996).

5 The properties of the model are also similar to those in Berthelemy and Varoudakis (1996)
except for the assumption in their model of an AK technology (see Chapter 2). In Berthelemy and
Varoudakis the equivalent of our I-sector is a banking system that intermediates savings. Because it
operates under economies of scale, the size of this sector is critical to the productivity of the whole
economy.
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n, is given approximately by 1/(1��).6 The inequality in (11) follows from the
parameter restrictions 0 < a < 1 and 0 < � < 1.

With a single intermediate good (n = 1), the monopoly producer of this
good would clearly face an intertemporal optimization problem: the current
price pI would affect the profitability of sectorMwhich in turn could influence
capital accumulation in sector M and thereby future demand for the
I-good. With multiple I-goods this intertemporal link is weakened and the
decisions of an individual producer have only minor effects on the aggregate
output of I and profitability in sector M. To simplify, we assume that the
number of non-tradable inputs is large enough that intertemporal aspects
can be ignored. From the conjectured demand function (eq. 11) and the
production function (eq. 9), the optimal pricing decision for the Ii-producer
is a markup over marginal cost:

pi ¼ ð1þ zÞo ð12Þ
where: 1 + z = [�/(��1)] ø = w/(1 + �) Ii

�/(1 + �)

w is the wage rate, ø is the marginal cost of labor, and z is the mark-up over
marginal cost. Eqs (11) and (12), by setting Ii = Idi, can be solved simultan-
eously for pi and Ii. Note that, unlike what happens when economies of scale
arise only from the presence of fixed costs (as in the previous model), the
marginal cost is not constant but falls with the scale of output.

Short-run equilibrium

To derive a short-run equilibrium, eqs (11) and (12) are combined with the
input demand function in sectorM (eq. 10). Assuming symmetry (pi = pj and Ii
= I), these three equations can be solved for I, pI and D. We then get:

I ¼ ½Gð1=nÞðpM=wÞKa�ð1þmÞ=f ð13Þ

where: G = (1�a) (1 + �) (� �1)/� f = a � � (1�a) > 0
Eq. (13) describes a symmetric, short-run equilibrium solution for I. Given a

conjectured value of the multiplicative constant D, the first-order conditions
for profit maximization determine (pi, Ii) as a function of D. The actual value
of D depends on the pricing decisions of the firm’s rivals. As shown in Skott
and Ros (1997), stability requires the (empirically plausible) condition: f > 0.7

It is worth noting that in this symmetric equilibrium each producer would be

6 As shown in Skott and Ros (1997), the price elasticity is given by: -@lnIi/@lnpi = 1/(1 � �) �
(a + � � 1)/n(1��)a

7 The condition is realistic as it implies that economies of scale are not dramatically large.

Vertical Externalities: A Rosenstein-Rodan/Hirschman Model

183



willing to sell more goods, at the equilibrium price, if demand were
forthcoming.

Consider now the labor market. Let the total work force be L. In equilibrium
with Ii = Ij, and assuming uniform wages and absence of unemployment, we
have:

L ¼ LS þ LI

and LI ¼
P

Li ¼
P

Ii 1=ð1þmÞ¼ n I1=ð1þmÞ ð14Þ

or, substituting from (13):

LI ¼ LI ðw=pM;KÞ ð15Þ
Since S = LS and (given that there is one final good) pS = pM, w � pM with
equality if LS > 0. That is, the supply of labor to the I-sector is perfectly elastic at
w = pM for LI < L.

The labor demand from sector I is determined by (15). Combining this
equation with the elastic labor supply at w = pM for LI < L, the short-run
equilibrium in the labor market implies that:

w ¼ pM and LI ¼ LIð1;KÞ if LIð1;KÞ< L ð16Þ
And if LI (1, K) > L, then labor market equilibrium implies LI = L and w/pM is
given by the solution to LI (w/pM, K) = L. This is:

w=pM ¼ Gð1=nÞ1�fKa=Lf ð17Þ
With LI determined, we also have the solutions for S = L� LI and M = Ka I(1�a).
Eqs (16) and (17) define the schedule of short-run equilibria. This is shown, in
log space, in Figures 8.3 (a) and 8.3 (b). As in the Lewis model, the schedule is a
straight line at w/pM = 1, up to the value K, at the turning point between the
labor surplus phase and themature economy, for which LI (1,˚) = L, and a line
with positive slope equal to a, for K > K.

Capital accumulation and long-run equilibria

Over time, the capital stock changes. We assume a simple formulation in
which investment in sector M is financed exclusively out of M sector profits.8

The rate of capital accumulation is then equal to: s� r � �, where s� is the share
of profits that is invested. The rate of profit is given by: r = (pM M�P

pi Ii)/pM

8 Profits in the I-sector are thus consumed. This simplifying assumption is unnecessary in an
open economy with capital mobility.
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K = a (I/K)1�a or, using the value of I as determined in short-run equilibrium
(eq. 13):

r ¼ a Kmð1�aÞ=f ½ð1=nÞ G=ðw=pMÞ�ð1�fÞ=f ð18Þ
Given the wage in terms of M goods, the profit rate increases with the capital
stock. Indeed, an increase in the capital stock raises the demand for intermedi-
ate goods and reduces marginal costs in the I-sector. The fall in the relative
price (pI/pM) of intermediate goods (for a given value of w/pM) raises profits in
sector M. It is worth noting the similarity between eq. (18) and the profit rate
function in section 1 of Chapter 7. Even though there are no technological
externalities, the profit rate depends positively on the capital stock, given the
wage in terms of M goods. This is due to the presence of economies of scale in
the I-sector and the fact that the extent to which they are exploited depends
on the size of the capital stock in sector M.

The steady state condition s�r = � defines the equation of the w* schedule.
Substituting from eq. (18) into this condition and solving for w/pM yields:

ln KK∗ K∗∗Κ

ln (w/pM)

w

w∗

(b)

w

S

Κ K∗

(a) ln (w/pM)

ln K

w∗

Figure 8.3 A Rodan-Hirschman model

Vertical Externalities: A Rosenstein-Rodan/Hirschman Model

185



ðw=pMÞ* ¼ ða sp=dÞf=ð1�fÞðG=nÞKm=1þm ð19Þ
which in (ln w/pM, ln K) space defines a line with a positive slope equal to
�/(1 + �). The condition f > 0 in (13) ensures that a > �/(1 + �), i.e., the w
schedule, for values of K above ˚, is steeper than the w* line. We then have
either two intersections or no intersections between the two loci.

Figure 8.3 (a) shows the case in which the two schedules do not intersect.
Here ˚ < K*, where K* is the solution for (19) when w = pM. As we have seen in
Chapter 7, the subsistence wage in this case is higher than the wage required
to generate a positive rate of capital accumulation even when the whole labor
force is employed in the modern sector. This case implies that the size of the
labor force is so small that industrialization will never be worthwhile, given
the specification of the production possibilities. There is then a unique and
stable long-run equilibrium with K = 0, LS = L, LI = 0.

In Figure 8.3 (b), ˚ > K*. The two loci intersect with the slope of the w
schedule smaller than the slope of the w* line at the low K intersection (at K*),
and vice versa for the high K intersection (at K**). It follows that there are two
long-run equilibria with strictly positive values of the capital stock as well as
an equilibrium with K = 0 and I = 0. It is readily seen that the equilibrium at K*
is unstable, just as the equilibrium at KU in the Lewis-Rosenstein-Rodanmodel
of Chapter 7 (sections 1 and 2). Of the two equilibria, the low level equilibrium
without an M-sector has an income per worker equal to pM and zero profits,
while the equilibrium at K** necessarily features w > pM and a positive profit
rate. Thus, the real wage and the level of per capita income are unambiguously
higher in the industrialized economy.

The similarity of these results to those of the model with technological
externalities in Chapter 7 should not be surprising. In the economy con-
sidered, sector S provides an elastic labor supply; - or in fact, a perfectly elastic
labor supply since, as in the Lewis model, this sector produces the same final
good as the modern sector. Sectors M and I together use a capital-intensive
technology which displays increasing returns to scale. Indeed, combining (8)
and (14), the production function of this “integrated M/I sector” is given by:
M = A Ka LI

1�a where A = (1/n)(1�a)(1 + �) LI
�(1�a), which shows that, provided

that � > 0, the productivity of this integrated sector depends on its size (the
level of employment LI).

However, unlike the model in Chapter 7, there are no technological exter-
nalities here. Multiple equilibria are associated with pecuniary externalities
(even though these are not a sufficient condition, as case (a) illustrates). The
presence of increasing returns to scale in the intermediate goods sector implies
that production decisions in sector I, and investment decisions in sector M,
have important external effects. An increase in the output of Ii affects
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adversely the current demand for other intermediate inputs, but reduces the
price index pI and raises both the combined input I and the profit rate in sector
M. Apart from these static effects, there is a dynamic externality: higher profits
in sector M lead to increased accumulation and thus to an increase in the
future demand for all I-goods. On the investment side, atomistic producers of
good M consider all prices given and fail to take into account the external
effects of a higher capital stock on increased future demand for I-goods and a
lower future price pI.

As a result of these dynamic pecuniary externalities, an initial capital stock
below the critical level (K*) leads to a cumulative contraction when all firms
follow behavior that is individually rational. Because the initial capital stock is
small, the demand for I-goods is low and I-goods are produced at a high cost.
As a result, profitability in sector M is so low that the capital stock contracts.
This further increases production costs in the I-sector and reduces profitability
in sector M, moving the economy towards the low level equilibrium where
sectors M and I are absent. This low level equilibrium is a trap. Rosenstein-
Rodan provides an example of the coordination problem involved:

Low wages should have been a sufficient incentive to create a textile industry in
India in the post-Napoleonic era and not in Lancashire, England. Indian wages
were 50 or 60 percent lower than the low wages in England . . . Further analysis
revealed, however, that in order to build a factory one would have to build a bridge
or finish a road or a railway line or later an electric power station. Each of these
elements in the so-called social overhead capital requires a minimum high quan-
tum of investment which could serve, say, fifty factories but would cost far too
much for one. (Rosenstein-Rodan, 1984, p. 208)

In other words, the lack of incentives to create a textile industry in India was
due to the absence of an I-sector which made textile production unprofitable
despite the low existing wages. At the same time, there was no incentive for
the production of I-goods given the high costs of production in the absence of
demand from textile factories. This is why a coordinated effort—a big push
aimed at increasing the rate of accumulation above the individually rational
level, and/or at raising the supply of I-goods—becomes necessary to take the
capital stock above that critical level (K*, in Figure 8.3b), at which point
individual incentives as mediated by the market become sufficient to ensure
industrialization.

An important difference with the Lewis-Rosenstein-Rodan model of
Chapter 7 is the role of imperfect competition in sector I in the existence of
equilibrium and the hold of the development trap. Indeed, the value of the
capital stock at the unstable equilibrium (K*) depends on the position of the
w* schedule which in turn is affected by the price elasticity of demand for
I-goods (see eq. 19 and the expression for G in eq. 13). A lower elasticity
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reduces G and shifts the w* schedule downwards. The hold of the trap
increases as K* becomes larger. Intuitively, a less competitive sector I implies
higher mark-ups over marginal costs and thus a higher relative price (pI/pM) of
intermediate inputs, which reduces the profit rate in sector M. A higher capital
stock—which tends to reduce (pI/pM) on account of the cost reductions due to
the higher demand and output of I-goods—is then required to generate the
profit rate needed for a positive rate of capital accumulation.

3. Empirical Evidence on Increasing Returns and Poverty Traps

As argued in Chapters 2 to 4, the neoclassical model with its extensions
(technology gaps, human capital, international capital mobility and political
risk) fails to provide a satisfactory explanation of both differences in income
levels and growth rates. The theory appears to face the following dilemma.
When it views income gaps as differences in the relative position with respect
to the steady state, the model, as in the simple Solow-Swan version, grossly
overstates the growth rates of poor countries. This is so especially under the
assumption of international capital mobility which reinforces the strong
convergence properties of the model. When it interprets income differences
as a result of steady state gaps, as in the Solow model augmented with human
capital (Mankiw, Romer, and Weil, 1992) or in technology gap interpret-
ations, the model fits somewhat better the observed differences in growth
rates. But then, it overstates the actual differences across countries in the
returns to skilled labor or relies on unreasonable differences in access to
technology.

Other evidence points also to the empirical flaws of the neoclassical model.
The key feature of the model—the negative relationship, conditional on other
determinants, between initial output per worker and subsequent growth—is
simply not statistically robust. As already noted, Levine and Renelt (1992) find
that the relationship is absent in the period since the mid-1970s or when
OECD countries are excluded from the sample. Estimates of quadratic growth
functions presented in this chapter point in the same direction: there is no
convergence, either absolute or conditional, at low-income levels.

Different problems apply to the basic endogenous growth models reviewed
so far. Without further revisions and extensions, new growth theory does not
pose a serious empirical challenge to the augmented neoclassical models. The
empirical assessment of the theory—with its implications of excessive diver-
gence and reliance on human-capital driven growth—prove to be rather
disappointing, as discussed in Chapter 2. The theory appears to face a
dilemma, which, although of a very different nature, seems no less serious
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than that of the neoclassical theory. This is the knife-edge problem that has
been pointed out by Solow (1994). If returns to capital are increasing, the
technology assumed generates infinite output in finite time. If returns to scale
increase but returns to capital are diminishing, the qualitative implications are
not different from those of the Solow-Swan model. This leaves the AK model
as the only viable and rather fragile alternative to the neoclassical model, as it
relies on there being exactly constant returns to capital.

The vision of the development process that one finds in the classical litera-
ture of development economics is consistent with stylized facts of cross-
country growth performance that do not fit well with the neoclassical and
the endogenous growth models reviewed so far. As we shall see in this section,
the models reviewed in this and the previous chapter accommodate in par-
ticular three striking features of post-war development trends. First, the
highest growth rates are found among developing countries and a number
of industrial countries that were initially relatively less developed. Second,
these high rates of growth are associated in many cases to a rapid process
of industrialization. Third, the lowest growth rates are typically found among
the low-income countries suggesting that these countries are caught in a
poverty trap.

Growth acceleration at medium income levels

The conclusions reached in section 3 regarding the characteristics of the
transition to the steady state and the fact that differences across countries
should be viewed, as in the Solow model, as differences in the position with
respect to the steady state (rather than steady state differences) imply that the
classical development model not only features a pattern of conditional diver-
gence followed by conditional convergence but also a pattern of absolute
divergence/convergence. These implications find substantial empirical sup-
port in both cross-section estimates and long time series. The pattern of
growth in a cross-section of countries features a hump shape with growth
acceleration at middle-income levels which, as we shall see, stands the inclu-
sion in growth regressions of other variables such as investment rate, educa-
tion and political variables. Turning to the time series, the process of growth in
the world economy over the last century has been characterized by absolute
divergence in per capita incomes. However, over the last fifty years the disper-
sion of per capita incomes has considerably narrowed within the club of
today’s rich economies, which largely overlaps with the early industrializers.
In the last five or six decades, some late industrializers, the successful East
Asian economies and, for a while, a few countries in Latin America—joined
the convergence club and moved rapidly towards middle- and high-income
levels. A number of them, Hong Kong, Singapore, Taiwan and South Korea,
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had reached, by themid 1990s, income per capita levels close to the average of
OECD economies. The rest of developing countries, mostly in sub-Saharan
Africa and South Asia, have barely started a process of modern economic
growth and continue to lag behind the middle- and high-income economies.
These patterns lend support to the transitional dynamics envisaged by devel-
opment models.

The evidence from growth regressions suggests that for low-income coun-
tries the relationship between the initial level of income and subsequent
growth is positive, and income levels diverge. Then, beyond a certain level
of per capita income the relationship becomes negative implying convergence
of income levels, even though incomes continue to rise at faster rates than in
the poorest countries. This pattern of divergence/convergence is captured by a
quadratic equation in which income growth rates are related to the level of
initial income and the square of initial income: gy = ao + a1 yo + a2 yo

2.
Provided that a2 is negative (the condition for a maximum) and a1 is positive
(so that the maximum rate is positive), the growth rate reaches a maximum at
a positive income level. If the inequalities hold, the equation also implies a
threshold level of convergence, the income level at which the growth rate is
equal to that in the highest income countries.

Table 8.1 summarizes a number of estimates of such quadratic equations for
different periods and data sets, and also includes linear regressions of growth
rates on initial income for sub-samples of high and low-income countries. The
results generally support the pattern of divergence/convergence.9 The signs of
the coefficients are systematically favorable to the hypothesis and suggest that
growth rates tend to reach a maximum in the intermediate income range. The
linear regressions for lower income groups, except in Sarkar’s pooled regres-
sions, present coefficients which, although positive and thus indicating diver-
gence, usually have higher standard errors than the negative coefficients for
the upper income groups. This suggests that the tendency to divergence at
low-income levels is more erratic than the tendency to convergence among
the upper income countries. But since the positive coefficients are larger in
absolute value than the negative coefficients (in all cases), this erratic pattern
of divergence should not be taken as evidence for a weaker tendency for
incomes to diverge. What the evidence seems to suggest is a clear lack of
convergence at low and middle-income levels together with a convergence
threshold that varies widely across countries within an ample income range.

The Lewis-Rosenstein-Rodan model of section 1 in Chapter 7 implies a
pattern of divergence/convergence and, thus, the evidence of quadratic equa-
tions provides some support for the model. The evidence, however, is only

9 Evidence in Baumol, Blackman, and Wolff (1989), Dollar (1992) and Easterly (1994), as well as
that presented in Chapter 1, tends to conform to the same pattern.
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Table 8.1 Growth and initial income. Regression results

Authors and period
Dependent
variable C yo yo2 R2 N Data set

Baumol and Wolff (1988)
1950–1980 ln (yt/yo) 0.586 (4.2) 0.00038 (2.1) �9.9/107 (2.2) 0.07 72 Summers-Heston (1984)

yt/yo 3.3 (7.7) �0.00038 (�12.5) 0.30 17 Upper incomegroup
2.1 (5.5) 0.0005 (1.3) 0.03 55 Lower incomegroup

Sheehey (1996)1960–1988 gy 0.0023 (2.46) �7.2/107 (1.93) 0.072 107 Penn WorldTable (Mark 5)
�0.0006 (�2.14) 0.293 13 Upper income
0.0028 (2.7) 0.072 82 Low income

Sarkar (1998)1960–93. Pooled gy 0.57 (2.67) 0.0026 (4.76) �0.10/105 (�4.25) 0.02 867 UN (1976)UNCTAD (1994)
regressions for 110 countries and

various sub-periods
5.65 (2.73) �0.55a/ (�1.89) 0.02 192 24 Upper income

�4.28 (�3.80) 1.06a/ (4.85) 0.03 675 86 Lower income
Easterly and Levine (1997).3

Pooled regressions for 1960s,
gy 0.09a/ (3.74) �0.007a 0.42 41 World Bank

(�4.58) 0.49 70 Summers and Heston
(1988)0.59b 67

1970s, and 1980s
Ades and Glaeser (1999). OLS

regressions 1960–1985
gy 0.007 (2.25) 0.0192 (5.65) �0.00225c 0.24 99 Barro and Wolf (1989)

(�0.55)

Notes: gy is the growth rate of per capita GDP. yt is the end of period level of per capita real GDP. yo refers to the initial level of per capita GDP. N is the number of observations.
t-statistics are shown in parentheses. In the case of Sarkar (1998), numbers in parentheses are White t-statistics.
a The independent variable is ln yo or (ln yo)2
b Estimated using Seemingly Unrelated Regressions: a separate regression for each period.
c Eq. (4) in Table 1, which includes a number of other regressors.



suggestive. The model implies a pattern of divergence followed by conver-
gence that is conditional on very specific determinants of the steady state,
besides the required existence of multiple equilibria. Controlling for the deter-
minants of the steady state faces a number of difficulties and for an important
one—the long-run employment share of the modern sector—they are very
different in an open economy setting from those considered so far. Moreover,
the conditions for multiple equilibria may be met in some countries and not
in others. A general specification would have to take into account a host of
factors including cross-country differences in the production conditions of
non-capitalist sectors and their degree of openness to international trade
(both of which will affect the labor supply elasticity), as well as differences
in the equilibrium employment share of the modern sector. Moreover, since
the savings rate is not constant throughout the transition, investigating the
behavior of the rate of convergence would involve a larger number of inter-
actions than we have had to face in previous models. We shall look at other
relevant empirical evidence in later chapters.

A second important question is how much of the inverted-U pattern of the
transitory component of growth survives the inclusion of human capital
variables and other likely determinants of the steady state. The question is of
interest in particular because the extension by Benhabib and Spiegel (2005) of
the Nelson and Phelps model, discussed in Chapter 4, predicts, just as the
classical development model, a non linear relationship between growth and
initial development level by postulating a threshold level of human capital
below which a country’s productivity grows at a rate below that of the prod-
uctivity leader and a pattern of convergence prevails only above this thresh-
old. If these predictions are correct, the pattern of divergence/convergence
with growth acceleration at middle-income levels revealed by the quadratic
equation should be considerably weakened if not eliminated by the inclusion
of human capital among the determinants of the growth rate.

To investigate this issue, Ros (2000) included in the quadratic equation a
number of variables used in Barro (1991), including in particular educational
variables. The regression estimates confirmed that, after controlling for differ-
ences in investment shares, education and political risk variables, the econ-
omies of the poorest countries tended to grow more slowly than middle and
high income economies and only after a threshold was there a clear process of
income convergence. In the quadratic equations, the newly included variables
substitute for the constant term (ao) and therefore affect the convergence
threshold [yC = yo

M + [a1
2 � 4a2(ao � g*)]1/2/2a2] with a sign that is opposite

the one in the growth rate regression (provided that a2 is negative). The
regression results suggest then that higher educational achievement and
higher rates of investment tend to reduce the threshold of convergence,
while political risk tends to increase it. Despite the fact that the forces
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accounting for the non linear relationship between growth and initial income in
the classical developmentmodel (increasing returns and elastic labor supply) are
different from those in Benhabib and Spiegel (a large distance to the techno-
logical frontier exacerbating the difficulties of adopting the technological
advances) there is in this respect a close similarity between the two models.

Other studies showing an inverted U relationship between growth and
initial income and including other regressors besides the log of initial income
and the square term are Easterly and Levine (1997), (see table 2), Barro (2000),
and Bleaney and Nishiyama (2002). It is interesting to note that Levine and
Renelt’s (1992) seminal analysis of the robustness of cross country growth
regressions showed that the conditional convergence result (a negative coeffi-
cient on the initial level of per capita income) is not robust over the period
1974–89 or when OECD countries are excluded (see Levine and Renelt, 1992,
p. 958). This is consistent with the results of the other studies cited since the
exclusion of the set of OECD countries, which largely overlaps with the set of
high-income countries, leaves the country sample with (mostly) middle and
low-income economies. All these results, needless to say, besides confirming
the inverted U shape between growth and initial income, call again into
question the “convergence result” of the empirical literature in support of
the neoclassical growth model, according to which “given the human-capital
variables, subsequent growth is substantially negatively related to the initial
level of per capita GDP” (Barro, 1991, p. 409). The positive coefficient on
initial income suggests the presence of strong forces towards divergence
which are offset only at middle and high levels of income.

Industrialization and the Verdoorn law

A question, however, remains. While we have encountered the patterns of
income divergence followed by convergence as an implication of the transi-
tional dynamics of the classical development theory model, is there any
evidence that these patterns obey to themechanisms envisaged by themodel?

We can start answering this question with a reference to contemporary
country experiences which illustrate the empirical relevance of the transi-
tional dynamics of the classical development theory model, such as the
acceleration of growth in China over the past 30 years and in India over the
past 20 years. As surplus labor is absorbed inmodern industry and services and
real wage increases accelerate, the presence of diminishing returns to capital
will dominate and growth will eventually slow down but, for the time being,
growth proceeds at extremely fast rates seemingly as a result of the inter-
actions between elastic labor supplies and increasing returns to scale. The
same applies to other growth miracles in the past which, with the exception
of a few small countries with abundant natural resources, are characterized by
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rapid industrialization and the absorption of labor into industry from other
sectors of the economy. This was the case of Japan, South Korea and Taiwan in
the post war period. Going further back in time, the catching up stories of the
19th century such as that of Germany and the United States (with labor
provided by immigration) are no different with respect to the key role of
industrialization.

These examples point therefore towards the key role of industrialization in
the acceleration of growth at intermediate development levels. Kaldor’s
writing, as mentioned in Chapter 1, most forcefully emphasized that the
high growth rates characteristic of the transition from immaturity to maturity
appear to be an attribute of the process of industrialization. In support of this
view, Kaldor (1966) presented a cross country growth regression for twelve
advanced countries in the period 1953–4 to 1963–4, showing a very high
correlation between the rate of growth of GDP (gY) and the rate of growth of
manufacturing production (gM). The result of running this regression on a
data set of 77 countries over the period 1970–2008 is:

gY ¼ 1:63þ 0:42gM ðadj.) R2 ¼ 0:42

(6.13) (7.54)

t statistics in parenthesis.
In Kaldor’s view, a most significant finding was that the coefficient on the

rate of growth of manufacturing production (gM) was (considerably) less than
unity, as is the case with our regression, implying that “the faster the overall
rate of growth, the greater is the excess of the rate of growth of manufacturing
production over the rate of growth of the economy as a whole” (Kaldor, 1967,
p. 8, italics in original). In other words, high overall growth rates are associated
with fast rates of industrialization. Kaldor did not view this relationship as
being, at least primarily, a demand-side phenomenon: it is not so much that
high rates of GDP growth generate a high growth inmanufacturing, given a high
income elasticity of demand for manufactures. Causality runs primarily from
manufacturing to GDP growth and more precisely from manufacturing growth
to the growth rate of GDP per worker. This relationship became known as the
third of Kaldor’s laws (Thirlwall, 1983) and is supported by the following
regression ran over our data set of 77 countries for the period 1970–2008:

gy ¼ �0:21þ 0:32 gM ðadj.) R2 ¼ 0:45

(�0.75) (7.99)

t statistics in parenthesis.
where gy is the rate of growth of GDP per worker. For Kaldor, this relationship
is the result of two mechanisms. First, the growth rate of productivity in
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manufacturing industries itself rises with the rate of growth of output. Second,
employment growth in industry tends to increase the rate of productivity
growth in other sectors. This is the consequence of diminishing returns to
labor in other sectors and the absorption of surplus labor from these sectors, as
well as of a faster increase in the flow of goods into consumption (which tends
to increase productivity in the commerce sector) (Kaldor, 1967, p. 15).

The first mechanism is Verdoorn’s law—named after Verdoorn (1949) who
found a strong empirical relationship between productivity and output
growth using data from a number of countries. A moment’s reflection will
show that for the mechanism of labor force reallocation envisaged by Kaldor
to generate high rates of overall productivity growth, the Verdoorn relation-
ship must be such that productivity and employment growth are positively
correlated within industry. Otherwise, a high rate of manufacturing output
growthwill not bring about the reallocation of the labor force. This may be the
reason why in his interpretation of Verdoorn’s law, Kaldor laid so much
emphasis on the coefficient in the regression of productivity growth on
output growth (the Verdoorn coefficient) being positive and less than unity.
For with the Verdoorn coefficient in this range of values, there will be a
positive association between productivity growth and employment growth
in industry.10 In a sample of 44 countries with available information, the
estimated Verdoorn relationship for 1970–2008 is:

gyM ¼1:26þ 0:65 gM ðadj.) R2 ¼ :56

ð7:49Þ

t-statistics in parentheses.
where gyM and gM are, respectively, the rates of growth of labor productivity
and production in manufacturing. The value of the Verdoorn coefficient
(0.65) meant, paraphrasing Kaldor (1966), that each percentage addition to
the growth of output requires a 0.35 percent increase in the growth of employ-
ment, and is associated with a 0.65 percent increase in the growth of
productivity.11

10 Let gy, gL and gM be respectively the growth rates of productivity, employment and output.
Substituting from gM = gy + gL into gy = c + v gM, we have gy = [c/(1�v)] + [v/(1 – v)] gL. In order to
have a positive relationship between productivity and employment growth, coefficient v must be
less than unity.

11 In contrast, the non-industrial sectors tend to feature negative relationships between
productivity (gy) and employment growth (gL). For example, Cripps’ and Tarling’s (1973) pooled
regressions for developed economies in the period 1950–1970 yield the following results for
agriculture and mining:
Agriculture: gy = 2.153 � 0.919gL R2 =.172 N = 42

(.319)
Mining: gy = 2.961 � 0.799gL R2 =.417

(.160)
Standard errors are shown in parentheses.
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As noted by Rowthorn (1979), Verdoorn (1949) derived the relationship
between productivity and output growth from a simultaneous equation
model in which the parameters of both the production function and the
labor supply function affect the relationship. In the Appendix, I derive the
Verdoorn coefficient (v) linking productivity and output growth from such a
model, assuming a CES production function in manufacturing. The expres-
sion for the Verdoorn coefficient (v) shows that if the elasticity of factor
substitution is zero or very small, then the elasticity of labor supply and the
parameter of increasing returns must both be greater than zero for productiv-
ity and employment growth to be positively correlated (through a parameter
v/(1�v)). A positive association between productivity and employment
growth must reflect, in this case, that the labor supply to industry is elastic
and returns to scale are increasing.12

The evidence on Verdoorn’s law provides additional support for the view
that growth acceleration at middle-income levels is based on the interaction
between increasing returns and elastic labor supplies.13 For it suggests that this
is the mechanism generating the close association between overall growth
rates and the rate of industrialization, and explaining why the productivity
effects of industrialization are enhanced at those intermediate stages of the
transition when both the demand for manufacturing products and the labor
supply to industry are highly elastic.

Evidence on poverty traps

In explaining why some countries may remain stagnant at low-income levels,
classical development theory emphasized the circular feedback mechanisms
that keep a country poor. The original literature emphasized two processes.
First, factor growth rates (of primarily capital and labor) at low-income levels
are such that they perpetuate the low level of income. Malthusian or popula-
tion traps certainly existed in the past and the scarcity of savings at low-
income levels certainly reinforces, still today, poverty in many countries.
Second, and more relevant to our world of open economies, is the type of
poverty traps associated to the paradox of underdevelopment, i.e., to the fact

12 For positive values of the elasticity of substitution, a positive value of the increasing returns
parameter is no longer a necessary condition for v/(1�v) to be positive. Yet, under constant returns
to scale (i.e., with an increasing returns parameter equal to zero), a value of v/(1�v) equal to unity
(as implied by Kaldor’s results) would require an implausibly very high elasticity of factor
substitution (if the elasticity of labor supply to manufacturing is larger than unity).

13 Including, we would argue, the weaker evidence on Verdoorn’s law for cross sections of
developed countries in later periods. See, on the subject, Cripps and Tarling (1973), who found a
failure of Verdoorn’s law in the period 1965–1970, probably as a result of a tightening of labor
markets during this period in developed countries.
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that poor countries tend to have low rates of return for both labor and capital
which inhibit capital accumulation and perpetuate low-income levels.

This fact generates multiple equilibria associated with profitability traps. Of
course, it is not necessarily the case that the profitability trap is associated
exclusively with a low level of physical capital, as in the model with techno-
logical externalities presented in Chapter 7, or with the lack of infrastructure
and the narrowness of the domestic market, as in the models with pecuniary
externalities in this chapter. Extending the models to bring other no less
important determinants of development traps is essential for a fuller under-
standing of underdevelopment. In Ros (2000), I presented a classical develop-
mentmodel in which a low level of human capital may be crucial to generate a
profitability trap.

Is there any evidence that any of these mechanisms is what keeps low-
income countries trapped in poverty? Ros (2000, ch. 10) finds that among
low-income Asian and African countries, GDP per capita growth (1960–1989)
is positively correlated with initial income per capita level and negatively
correlated with income inequality. The fact that the direction and significance
of these effects are confined to these groups of low-income countries is con-
sistent with the presence of poverty traps arising from the narrowness of the
domestic market and associated to horizontal pecuniary externalities. As we
shall see in Chapter 16 in greater detail, the extent of the market for manufac-
tures can be negatively affected by inequality which strengthens the narrow-
ness of the domestic market and inhibits the application of increasing returns
technologies as in the model with horizontal pecuniary externalities in this
chapter.

Graham and Temple (2006) calibrate a two-sector model with a traditional
sector (agriculture) producing under diminishing returns to all its factors and a
modern sector (non-agriculture) that exhibits increasing returns that are exter-
nal to the firm, to generate multiple equilibria. They then use these calibra-
tions to document the contribution of the differences between these multiple
equilibria to cross-country income differences and find that, depending on the
degree of increasing returns assumed for the non-agricultural sector, their
model can account from between 15 percent and 25 per cent of the observed
variation in per capita incomes across countries.

It is, however, fair to say that the large literature on poverty traps has not
reached a consensus (see the survey by Azariadis and Stachurski, 2005). One of
the reasons for this lack of consensus may be a common misunderstanding
among those that reject the existence of poverty traps arising from increasing
returns. A common view is that technology-driven poverty traps are the result
of increasing returns to capital prevailing at low-income levels (see Easterly,
2006; Kraay and Raddatz, 2006). While Sachs (2005) provides a basis for this
interpretation, we have seen that this is not a condition for the existence of a

Empirical Evidence on Increasing Returns and Poverty Traps

197



profitability trap at low-income levels. The condition is a combination of
elastic labor supplies with a moderate dose of increasing returns to scale
(rather than to capital).

Concluding comments

Much work on cross country growth regressions appears to have proceeded on
the assumption that rejection of the convergence properties of the neoclas-
sical growth model provides support for the new growth theories and vice
versa. Yet this, of course, need not be the case. We have seen in this and the
previous chapter that the classical literature of development economics has
implications for cross-country growth performance that go quite far in over-
coming the shortcomings of neoclassical models, while being free from the
objections that can be raised against the endogenous growth models. The
multiple equilibria models of classical development theory also seem to offer
a better alternative than the extensions of the AK model that incorporate
external effects of education or internal economies in financial development
(King and Levine, 1993; Berthelemy and Varoudakis, 1996) to generate mul-
tiple endogenous growth equilibria with associated convergence clubs in rates
of growth. In Berthelemy and Varoudakis (1996), for example, the real sector
uses an AK technology and the financial sector operates under economies of
scale and imperfect competition. These economies of scale make the product-
ivity of the financial sector depend on the size of the real sector, while the total
savings intermediated by banks and accumulated in the real sector depend on
the margin of intermediation, which is affected by the size of the financial
sector. In the presence of an AK technology in the real sector, these inter-
actions generate multiple equilibria in growth rates. This type of interactions
and the factors emphasized in this recent literature—financial development
and education—are probably important in generating development traps and
multiple equilibria. However, the assumption of constant returns to capital in
the recent literature is an unnecessary straightjacket. More precisely, one can
generate the more plausible multiple equilibria in levels of income, rather than
in rates of growth, by simply replacing the empirically questionable assump-
tion of constant returns to capital with the interactions between increasing
returns to scale and elastic labor supplies.

Appendix. On Verdoorn’s law

The Verdoorn law is commonly taken to imply that, in the regression of productivity
growth on output growth, the regression coefficient (Verdoorn’s coefficient) is positive
and less than unity. After Kaldor (1966, 1967) investigated the relationship for a cross-
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section of developed economies, research on the subject included cross-country studies
of manufacturing industries and time series for single countries (for surveys, see
McCombie, 1983; Thirlwall, 1983; Bairam, 1987). The sometimes contrasting results,
depending on the particular specification and estimation procedures adopted, has
fueled a continuing controversy regarding the appropriate tests and specifications of
the Verdoorn Law. At the source of much of this controversy are the difficulties of
deriving information on returns to scale from the estimated Verdoorn coefficients.

To illustrate these difficulties, consider a common interpretation of the Verdoorn
coefficient. Assume the following production function in manufacturing: M = A Ka + �

L1�a. Taking logs and differentiating with respect to time, we can decompose the
growth of output (gM) into:

gM¼ gAþðaþ mÞgKþð1� aÞgL ðA:1Þ
where gA = (dlnA/dt) (1/A) and gK and gL refer to the growth rates of capital and labor
inputs respectively. Then, assuming a constant capital-output ratio, so that gM = gK, and
using gp = gM � gL, we can express the rate of growth of output per worker (gp) as:

gp ¼ ½gA=ð1� aÞ� þ ½m=ð1� aÞ�gM ðA:2Þ
which shows the Verdoorn coefficient, [�/(1�a)], determined exclusively by the par-
ameters of the production function (� and a) and, thus, as a purely technological
coefficient. A positive and less than unit Verdoorn coefficient implies � > 0 and a + �

<1, i.e., increasing returns to scale and diminishing returns to capital. With a = 1/3, a
Verdoorn coefficient of the order of 0.5 would imply an increasing returns parameter
of 1/3.

One problem with this interpretation is that eq. (A.2) holds only in the steady state,
when output and the capital stock are growing at the same rate. Off the steady state,
part of the productivity increases will be due to capital deepening that, in turn, will be
affected by the growth in real wages and the labor supply elasticity. This will be the case
as long as the elasticity of factor substitution is positive which is, of course, the case
with the log linear production function assumed.

To illustrate this point, consider the Cobb-Douglas technology extended to allow for
technological externalities assumed in section 1 of this chapter. As shown in Ros (2000,
ch. 4) in a model with increasing returns to scale and efficiency wages, combining the
labor demand function and the slope of the w curve (which depends on the labor
supply function), we can express the growth of employment in sector M as a function
of the growth of the capital stock:

gL¼ ½eðaþ mÞ=ðe aþ 1Þ�gK ðA:3Þ
where e is the elasticity of labor supply to sector M. Taking logs in the labor demand
function and differentiating with respect to time we obtain an equation similar to (A.1)
(except that now gA = 0). Substituting from (A.3) and solving, as before, for the growth
of output per worker as a function of output growth, we get:

gp ¼ ½1=ð1þ eÞ�gM
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The Verdoorn coefficient is now inversely related to the elasticity of labor supply and,
in fact, turns out to be independent from the nature of returns to scale! Rather than a
technological parameter, the Verdoorn coefficient is now exclusively affected by the
nature of the labor supply function to sector M. An elastic, but less than perfectly
elastic, labor supply can then generate a positive and less than unit Verdoorn
coefficient.

It does not follow from all this that it is not possible to derive any information about
returns to scale from the Verdoorn coefficient. We need, however, a more general
specification to see under what conditions we may be able to do so. Consider a CES
production function extended to allow for technological externalities: M = A (a Kł +
(1�a) Lł)1/ł, where A = K� represents the external effect of the economy-wide, average
capital stock, and the elasticity of factor substitution is given by � = 1/(1- ł). This can be
written in intensive form as:

p ¼ Km½a kcþð1� aÞ�1=c ðA:4Þ

where p is output per worker (M/L) and k is the capital-labor ratio (K/L). After some
manipulation (see Ros, 2000, p. 132), we find the expression for the Verdoorn
coefficient:

v ¼ d ln p=d ln M ¼ ðplþ smÞ=½pðlþ eÞ þ smð1þ eÞ�; ðA:5Þ

where: º = � e + �(1 � � e)
Eq. (A.5) shows that a number of variables and parameters in general affect the

Verdoorn coefficient. These include the profit share � which depends on the capital-
labor ratio, returns to scale (�), and parameters of both the labor demand function
(elasticity of substitution in particular) and the labor supply function (e, which depends
on production conditions in the rest of the economy, the composition of employment,
and the parameters of the demand functions for goods).

Eq. (A.5) is a rather complicated expression that, however, simplifies in a number
of special cases. Consider, for example, the case of a unit elasticity of substitution.
Setting � = 1 in (A.5) yields: v = 1/(1 + e), which is, of course, the same expression
that we obtained in the case of a Cobb-Douglas technology extended to allow for
technological externalities. The reason no parameters other than the labor supply
elasticity appear in the expression for v is that, with a unit elasticity of factor substitu-
tion, the wage and profit shares in output remain constant. Output per worker and
the product wage then grow at the same rate, and d ln p/d ln L is equal to the inverse of
the labor supply elasticity (1/e). As can be readily verified, v = ç /(1 + ç), where ç = d ln
p/d ln L.

Consider now the case of a fixed coefficients technology. Setting � = 0 in (A.5) yields
(provided that e > 0): v = � /(1 + �). The Verdoorn elasticity is now a purely technology
parameter, unaffected by the elasticity of labor supply. Indeed, without factor substitu-
tion the change in output per worker is completely de-linked from the change in wages.
Hence, the labor supply elasticity does not appear in the determination of the Verdoorn
coefficient. Moreover, without exogenous technical progress, output per worker
changes only as a result of the presence of increasing returns, and the relationship
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between labor productivity and output growth reflects exclusively the extent of increas-
ing returns. This, or something very similar, may be what Kaldor had in mind in his
interpretation of Verdoorn’s Law. For in this case, there is a strict correspondence
between the existence of increasing returns to scale (� > 0) and a Verdoorn coefficient
that is positive, but less than unity, so that indeed productivity growth and employ-
ment growth rise or fall together. It is worth noting, however, that the increasing
returns parameter would have to be dramatically high (� = 1) for the Verdoorn coeffi-
cient to be of the order of Kaldor’s empirical estimates (v = 1/2)
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9

Openness and the Big Push: Criticisms and
Extensions of Classical Development Theory

Development economics as it appeared in the 1940s and 1950s in the writings
of Rosenstein-Rodan, Nurkse, Prebisch, Hirschman, Leibenstein, and others,
stressed the barriers to industrialization and capital formation in underdevel-
oped countries. Successful development required the overcoming of various
inhibiting factors, including the presence of externalities and some form of
increasing returns to scale. In focusing on these problems, the classical litera-
ture of development economics generated a view of the development process
in which increasing returns to scale and elastic labor supplies played key roles.

Given its conformity with a number of stylized facts, as discussed in
Chapter 8, it is puzzling why early development theory drifted away from
the mainstream of the economics discipline. One reason was certainly ideo-
logical. The normative implications that were derived from the initial frame-
work became progressively unfashionable from the 1960s onwards, first in the
profession and later among policy-makers (see Stiglitz, 1992). But there were
also analytical reasons. Misinterpretations of the early theoretical contribu-
tions to development economics had an important role in the criticisms of
classical development theory by the neoclassical counter-revolution in devel-
opment economics in the 1960s and its abandonment by the mainstream.

One issue became prominent. Does the need for a big push survive in an
economy that is open to international trade and capital movements? Or
would openness to trade and capital movements be sufficient to overcome
all poverty traps? Without exaggeration, these questions have haunted devel-
opment economics since its inception. The reason is that they impinge upon
the broader question of whether the analytical framework of early develop-
ment theory, with its emphasis on labor surpluses, increasing returns, and
imperfect competition, is at all useful and valid in the real world of open
economies. Having reviewed the main contributions of the pioneers of devel-
opment economics in previous chapters, it is now worthwhile to consider the



criticisms and misinterpretations of classical development theory as well as
the extensions of this analytical framework to the open economy.

1. Criticisms and Misinterpretations of the Big Push Argument

Elasticity pessimism?

The counter-revolution in development theory that began in the 1960s argued
that except for the (rather unlikely) event of very low price and income
elasticities of export demand, free trade was unambiguously good for develop-
ing countries and would obviate the need for a big push. Consider Bhagwati’s
interpretation of Rosenstein-Rodan’s classic (1943) paper:

The underdeveloped economy was trapped in a low level equilibrium with no
effective inducement to invest: e.g., the entrepreneur investing in shoes was not
sure about selling the shoes unless others invested simultaneously in textiles etc.
This dilemma would, of course, disappear if the country faced constant terms of
trade at which these entrepreneurs could atomistically sell what they wished.
Therefore, a necessary condition for Rosenstein-Rodan's analysis and prescription
is, of course, elasticity pessimism. (Bhagwati, 1985, p. 299)

Thus, in the real world of open economies, big push arguments and poverty
traps were, at best, intellectual curiosities that the bright pioneers of develop-
ment theory happened to be interested in when they began to think about
development problems. According to this viewpoint, their mistaken “export-
elasticity pessimism” had led the pioneers to focus on closed economies and
to fail to notice that openness presents a solution to the problems of industri-
alization. Arguably, it was this line of argument, more than the difficulties
of formalizing models with increasing returns and imperfect competition (as
claimed by Krugman, 1992), that led to the resurgence of the perfect competi-
tion and constant-returns-to-scale paradigm. Because if, in an open economy,
increasing returns do not play the crucial role that they may do in a closed
economy then, contrary to the beliefs of early development theorists, little is
lost by adopting the simpler assumption of constant returns.1

Before looking at the role that “elasticity pessimism”may have played in the
early literature, it is worth noting that both Bhagwati and Stiglitz (see previous
footnote) have in mind a version of the argument in which horizontal

1 Stiglitz in his comment on Krugman’s (1992) article makes a similar point, which, incidentally,
shows the vitality of the “export pessimism” interpretation of the big push argument: “ . . .had
Rosenstein-Rodan (1943) succeeded in formalizing his ideas, I doubt that those ideas would have
been more palatable. In his model the income effects associated with increasing returns leave the
economy stuck in a low-level equilibrium. As Krugman points out, the problem arises from a lack of
demand, but once we open the economy to international trade, this argument loses its force”.
(Stiglitz, 1992, p. 41). See also Romer (1993) for a similar interpretation of the big push argument.
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pecuniary externalities are the source of the coordination problem. However,
the defining characteristic of the big push argument, for Rosenstein-Rodan at
least, is the existence of a threshold level of investments below which there is
stagnation. As Rodan puts it: “Proceeding ‘bit by bit’ will not add up in its
effects to the sum total of the single bits. A minimum quantum of investment
is a necessary, though not sufficient, condition of success. This, in a nutshell,
is the contention of the theory of the big push” (Rosenstein-Rodan, 1961,
p. 57). A threshold level of investment is, in turn, a defining characteristic of a
model with multiple equilibria. In other words, if the source of external
economies is technological, the big push argument remains intact, whether
the open economy faces constant terms of trade or not. The infant industry
argument for protection, as we shall see in section 2, is based precisely on
these type of learning-by-doing externalities. The formalization of this argu-
ment yields a “big push model” in that the combination of increasing returns
and an elastic labor supply generates multiple equilibria and a development
trap. As we will see later, this type of development trap is, in fact, more likely
to appear in an open, than in a closed, economy. The “linkage effects” model
of section 3, an open economy version of the Hirschman-Rodan model dis-
cussed in Chapter 8, illustrates how a big push problem can arise in a small
open economy in the absence of technological externalities. It illustrates, in
fact, that the case of technological externalities is not any different from that
of pecuniary externalities arising from increasing returns in the production of
non-tradable goods.

We shall return to these issues in later sections. It is now worth noting
that the interpretation based on elasticity pessimism can hardly be reconciled
with the original argument in the literature. One of the most influential
papers, for instance, was Rosenstein-Rodan’s (1943) article. After discussing
the self-sufficient “Russian model” and its “several great disadvantages”,
Rosenstein-Rodan (1943, pp. 203–4) argues that:

The alternative way of industrialization would fit Eastern and South-Eastern
Europe into the world economy, which would preserve the advantages of an
international division of labour, and would therefore in the end produce more
wealth for everybody . . .Clearly this way of industrialization is preferable to the
autarkic one.

He goes on to discuss the difficulties involved in the implementation of this
process of industrialization. Primary among these difficulties, he argues, are
externalities of various kinds and the presence of increasing returns to scale in
many activities. At no point is it suggested that low export elasticities will be
critical.2

2 Export conditions appear at two points in the article. On p. 203 it is noted that: “International
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All this is not to deny that trade pessimism prevailed at the time. Low
elasticities were seen as an obstacle to higher levels of economic development
in less developed countries, but elasticity pessimism applied largely to exports
of primary products. In the present context, the important point is that this
kind of export-elasticity pessimism does not seem to have played a significant
role in the big push argument.

A demand deficiency?

The interpretation based on elasticity pessimism is not confined to the neo-
classical resurgence in development economics. Similar conclusions came
frommore sympathetic accounts of development trap arguments that empha-
sized a “lack of demand” as the source of the problem. In one version, low-
level traps are linked to Keynesian effective demand problems. This interpret-
ation, along with a counter-reaction to it, appears to have been widespread in
the early post-war period.3 Other, less Keynesian accounts, also led to an
excessive emphasis on demand deficiencies. Basu (1984) provides a formaliza-
tion of the Nurksian vicious circle, in whichmonopolistic firms in themodern
sector of the economy face kinked demand curves for their products and an
elastic supply of labor. The economy may get stuck in a demand-constrained
equilibrium, in which the low real incomes associated with a low level of
resource utilization hold back the expansion of modern firms. Not surpris-
ingly, the vicious circle breaks down when the economy opens to

investment in the nineteenth century was largely self-liquidating, based on exchange of agrarian
and industrial products. Nowadays liquidation can no longer be assumed to be `automatic’,
although the problem can be solved if it is properly planned.” On p. 209, he returns to this
question:

Liquidation will have to planned—i.e. one part of the industries created in Eastern and South-
Eastern Europe will have to be export industries. . . .The placing of these exports has to be
planned and foreseen in such a way as tominimize the burden of necessary adjustment in the
creditor countries. Eastern and South-Eastern Europe will most probably cease to be an
exporter of cereals. It will export processed foods and light industrial articles.

International trade in the nineteenth century functioned more or less smoothly because all
countries had a high income elasticity of demand for imports. On the higher standard of
living in the rich countries of the twentieth century the income elasticity of demand for
imports may be lower. There may be only one good for which the income elasticity of
demand is high: leisure which does not require imports of material goods. Accordingly, the
rich countries may have to accept a part of their share in economic expansion in the form of
more leisure.

3 See, for example, Rao (1952) and his warnings against “a rather unintelligent application—not
on Keynes’s part—of what may be called Keynesian economics to the problems of the
underdeveloped countries” (Rao, 1952, pp. 206–7).
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international trade and modern sector firms face given terms of trade in
international markets.4

Curiously, Krugman (1995) provides another example. After an illuminat-
ing discussion of the sources of multiple equilibria in terms of increasing
returns and the elasticity of factor supplies, when summarizing the argument,
he refers to the circular relationship between low productivity and small
market size. More explicitly, he refers to “the circular relationship in which
the decision to invest in large-scale production depended on the size of the
market, and the size of the market depended on the decision to invest.
Whatever the practical relevance of this theory, it made perfectly good logical
sense” (Krugman, 1995, p. 23). In other words, the division of labor is limited
by the extent of the market, and the extent of themarket is constrained by the
division of labor. In this view, increasing returns can become an obstacle to
development at low levels of productivity, since the small size of the domestic
market reduces the profitability of increasing returns technologies, with an
adverse impact on the inducement to invest.

If these interpretations were fully correct, the pioneers would have had little
to add to Adam Smith. Indeed, Smith explicitly noted that:

By means of (foreign trade), the narrowness of the home market does not hinder
the division of labor in any particular branch of art or manufacture from being
carried to the highest perfection. By opening amore extensivemarket for whatever
part of the produce of their labor may exceed the home consumption, it encour-
ages them to improve its productive powers. (Smith 1776, vol. 1, p. 413)

By opening the economy, the second component of the circular relationship
above breaks down, because it is no longer true that the domestic level of
productivity constrains the size of the market, and the need for a big push
disappears. Unfortunately, Nurkse’s writing, although not Rodan’s, provides
some ground for this “excessively Smithian” interpretation of the argument.

What is missing in this demand-based interpretation of the big push argu-
ment? As discussed in Chapter 7, the conditions for multiple equilibria in a
closed economy involve a sufficiently elastic labor supply and the presence of
increasing returns to scale. Unless returns to capital increase, increasing
returns to scale alone are not sufficient to generate a development trap. An
elastic labor supply is essential to give local stability to the low-level equilib-
rium. If the labor supply was inelastic, the product wage would tend to fall
until the increasing returns technologies became profitable even at low levels
of the capital endowment. It is the combination of an elastic supply of labor,

4 See also Taylor and Arida’s (1988) survey of development theories which, based on Basu’s
model, brings Rosenstein-Rodan and Nurkse’s contributions under the heading “Demand-driven
models”.
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setting a floor to the wage that themodern sector has to pay, with the presence
of increasing returns that produces a vicious circle. Similarly, the same inter-
actions between increasing returns and an elastic labor supply produce a
virtuous circle if a sufficiently large capital endowment has been achieved.

Fleming (1955) clearly saw that the “balanced growth doctrine”, as he
phrased it, does not only depend on increasing returns, and complained
that the literature had insufficiently stated the assumption of elastic factor
supplies:

In order really to salvage the doctrine of external economies under examination,
however, it is necessary to drop the assumption that the supply of factors of
production is fixed in favour of the assumption that the supply varies positively
with real factor prices . . .of our authors, only Rosenstein-Rodan explicitly assumes
an elastic supply of labour in his illustration of the doctrine, though Nurkse, in
arguing in terms of the inducement to invest, is in effect assuming some elasticity
in the supply of capital. (Fleming, 1955, p. 248)

By emphasizing the elasticity of factor supplies, Fleming early perceived what
was to become a major source of misinterpretations of development trap
arguments. In the next section, I will argue that the elasticity of factor sup-
plies, which is a necessary condition for multiple equilibria, is in fact
enhanced in an open economy setting.

2. Openness and Development Traps in the Presence
of Technological Externalities

We have already discussed in previous chapters that international capital
mobility can do little good when the source of the problem is the presence
of increasing returns holding back the inducement to invest. The reason is, of
course, that the development trap in this case—unlike the poverty trap that
has its origins in the scarcity of domestic savings (due to a low level of income
relative to subsistence consumption)—arises from a low rate of return to
capital. Nurkse seems to have been fully aware of this point. He observed
that capital does not flow to the poorest countries and argued that this was
quite consistent with his argument: it is because these countries are in a
poverty trap arising from the lack of inducement to invest that capital does
not flow to them. He concluded that capital mobility was not a sufficient
condition to overcome the development problem (see Nurkse, 1952, p. 574
and p. 583).

What about trade openness? Can free trade overcome the development
traps that can stunt industrialization in a closed economy? The argument
developed here, concisely stated, is as follows. Openness increases the
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elasticity of factor supplies, which in turn facilitates the existence of multiple
equilibria and development traps, especially in the presence of technological
externalities or of vertical pecuniary externalities involving non-tradable
goods. At the same time, it also makes demand curves more elastic, thus
reducing the demand spillovers arising from horizontal pecuniary external-
ities and, thus, the coordination problems among producers of traded goods.

An open economy model with technological externalities

Consider an economy with two sectors. Sector S produces a labor-intensive
good under constant returns to scale (CRS) and without the use of capital. The
other sector, M, produces a capital-intensive good under increasing returns to
scale (IRS) using capital and labor. We assume here a Cobb-Douglas technol-
ogy with technological externalities proportional to the size of the capital
stock. The two products are substitutes in consumption with a constant
elasticity of substitution greater than unity. However, only the capital-inten-
sive good can be accumulated as capital. The equilibrium wage rate is uniform
across sectors.

Consider the economy before it opens to international trade. The product
wage in sector M is an increasing function of the economy-wide capital-labor
ratio (k). As in the model of Chapter 6 (section 3), the w curve in this economy
is upward sloping with a slope that increases with k. The profit rate in sector
M is a decreasing function of the product wage and, given the IRS technology,
an increasing function of the capital stock. The w* curve of this economy,
showing the required value of the product wage in sector M as a function of
the capital-labor ratio, is thus positively sloped. The slope is determined by
the strength of the external effects of the capital stock (as in section 2 of
Chapter 7).

Given the assumptions of uniform wage rates and constant returns to labor
in the labor-intensive sector, andwith appropriate choice of units, the product
wage (w/pM) is also the relative price ratio (pS/pM) between the two goods. We
can therefore interpret the w curve as showing the equilibrium relative prices
(pS/pM) that would prevail under autarky at different levels of the capital-labor
endowment. This is the curve (pS/pM)A in Figure 9.1. In a labor abundant
economy (with a low k), pS/pM is low, i.e., the labor-intensive good is cheap
and the capital-intensive good relatively expensive, while in a capital abun-
dant economy pS/pM is high, because the labor intensive good becomes
relatively more expensive. Under our assumptions, and given in particular
that the wage in terms of good S is constant and equal to unity, the wage in
terms of good M is a measure (albeit imperfect) of the real consumption wage.
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The gains from trade

Suppose that this economy opens up to trade and both goods are freely traded
in the international market. The economy is small and a price taker for both
goods. The relative prices in the international market will thus prevail in the
domestic market as well, after the economy opens up to trade. These relative
prices define the free trade line (pS/pM)FT in Figure 9.1. This line is also the w
curve of the economy under free trade until the labor force in sector S is
completely absorbed into sector M. Then the wage rate is de-linked from the
price of good S in the international economy and the wage increases with the
capital-labor ratio. The w curve of the trading economy is thus horizontal until
the economy reaches complete specialization in sector M and then becomes
upward sloping. The similarity to the w curve in the Lewis model should not
be surprising. The assumption of constant relative prices between the two
sectors plays the same role as the one good assumption in the Lewis model by
making the labor supply to sector M perfectly elastic as long as the two sectors
coexist.

Consider the case in which the initial capital-labor ratio is below k**, the
value of k at the intersection of the free trade line and the w curve under
autarky. With such a capital endowment, the economy under autarky pro-
duces the labor-intensive good at a lower relative price than the rest of the
world economy: below k**, (pS/pM)A is less than (pS/pM)FT. When it opens up
to trade, the economy is able to sell its labor intensive good at the higher
relative price prevailing in the international market, i.e., in exchange for more
units of the capital intensive good than it can afford to produce domestically
(per unit of the labor-intensive good). This is the static (Ricardian) gain from
trade: the economy can achieve, through free trade, a higher real income by
exporting the good in which it has a comparative advantage and importing
the good inwhich it has a comparative disadvantage.Measuring these benefits

ln pS/pM (pS/pM)A

A
F

(pS/pM)FT

k∗ k∗∗ ln k
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Figure 9.1 Short-run and long-run gains from trade
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by its impact on real wages, it suffices to note that real wages increase to the
same extent (for the reasons already indicated) as the relative price of the labor
intensive good. These benefits from trade are larger the greater the discrepancy
between the relative prices prevailing under autarky and internationally.

The gains from trade are unevenly distributed. Clearly, in the economy
considered, all the gains accrue to labor, while capital loses. Given the higher
relative price for good S, the product wage in sector M is now higher than
under autarky and the profit rate, at the initial level of the capital stock, lower.
As in Stolper-Samuelson (1941), the relatively abundant factor (labor in this
case) benefits from the opening to trade while capital, the scarce factor, loses.5

Exactly the opposite happens if the economy had a capital endowment above
k** and labor would then be the relatively scarce factor. The economy would
then have a comparative advantage in the capital-intensive good. When it
opens up to trade, it would import the labor-intensive good at a lower price,
real wages would fall and the rate of profit would increase in the capital-
intensive industry.

Consider now the long-run effects. The story has a happy ending in this last
case when the capital endowment is larger than k**. The higher profit rate
stimulates capital accumulation. The capital-labor ratio continues to increase
along the free trade line and, eventually, the economy will reach complete
specialization in the capital-intensive industry.When this takes place, the rate
of capital accumulation will still be above its steady state value (since the wage
is beloww*). The real wage will then increase along the w curve corresponding
to a one-sector economy (the line to the right of the (pS/pM)A curve). In
the long run, the short-term losses for labor will be reversed as the steady
state value of the real wage under free trade (at point F) is above the
steady state value of the wage under autarky (at point A).

What happens in the case when the capital endowment is below k**? The
answer depends on whether the capital endowment is above or below k*, the
capital-labor ratio at the intersection of the w* curve and the free trade line. If
the capital endowment is larger than k*, the profit rate falls in the short run
and capital accumulation slows down. However, the economy still remains
below the w* locus. As a result, the capital-labor ratio will continue to increase
with the economy eventually specializing completely in the capital-intensive
good and reaching the high wage level under free trade.

5 With diminishing returns to labor in sector S and labor earnings there being the average, rather
than the marginal, product of labor, it is possible that both labor and capital may lose from
trade. The reason is that the contraction of employment in sector M (following the opening to
trade) can lead to such a fall in productivity in sector S (through, in effect, the expansion of
underemployment) that, even though the product wage in sector M increases, the real
consumption wage falls. The assumption of constant labor productivity in sector S (constant
returns to labor) rules out this interesting and important case which here is not our main focus.
For a formal analysis, see Ros (2000, Appendix to Chapter 7).
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The long-run implications are quite different if the initial capital endow-
ment is less than k*, the case of a very labor abundant economy. The wage
under free trade is now above the value of w* corresponding to this level of
capital endowment. As a result, the profit rate in the capital-intensive sector
falls below the level that is necessary to generate a rate of capital accumulation
equal to the rate of growth of the labor force. Over time, the capital stock of
this economy will shrink, relative to the size of the labor force, and the
economy will tend to completely specialize in the production of the labor-
intensive good. Despite the disappearance of the capital-intensive industry,
the economy gains from the free trade pattern of specialization: workers, at
least, have a permanently higher standard of living than they had under
autarky at the initial capital endowment. This is true, however, only compared
to the initial pre-trade situation. If the economy had continued to develop
under autarky, it would eventually have reached the steady state value of the
wage under autarky (at the intersection of the (pS/pM)A and the w* curves).
This wage rate, under the assumptions of Figure 9.1, is higher than the
one that the economy can generate with full specialization in the labor-
intensive—CRS industry.

We have here a case in which there are static gains from opening to trade,
and yet free trade with specialization in the labor-intensive-CRS industry
prevents in the long run the achievement of the higher wage rates that
would result from a continued expansion of the capital-intensive-IRS indus-
try. Or, more precisely, we have a case of multiple patterns of specialization
under free trade, corresponding to low and high wage long-run equilibria
with, in between, a critical capital endowment (k*), which is unlikely to be
achieved spontaneously under a free trade regime.

Policy implications: multiple equilibria as a rationale for the infant
industry argument

Can this labor-abundant economy, with a capital endowment below k*, do
better than either open up to free trade or remain under autarky? It can, and
this is the essence of the infant industry argument. Suppose the economy has
a capital endowment (ko) and opens up to trade while protecting, with a tariff,
its capital-intensive industry. As shown in Figure 9.2, the tariff modifies the
international price ratio, shifting the horizontal trade line downwards from
(pS/pM)FT to (pS/pM (1 + t)). This lowers the value of the capital-labor ratio
below which the M sector tends to shrink (from k* to k*t in the figure). If the
tariff is such as that it reduces k*t below the economy’s capital-labor endow-
ment (ko) and not so high as to reduce the product wage below its autarky
level, it will put the economy in that range of k values in which labor gains
from trade while allowing capital accumulation to go on. The economy will
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then benefit from the static gains from trade, although only partially since the
wage rate in the short run will increase less than under free trade, while
remaining in a position to exploit the longer term benefits of the continued
expansion of its capital-intensive-IRS industry. It is worth noting that this
situation provides an argument for temporary protection.When the economy
has reached the capital-labor ratio k**, the capital-intensive industry can
survive under free trade and, from then on, labor would gain in the long-run
from a reduction in protection.

The case for policy intervention is based on the existence of multiple
equilibria and the conditions for multiple equilibria are similar to those
encountered in a closed economy. As already noted, the given relative prices
in the international economy provide the flat segment of the w curve that is
necessary for the k* intersection to exist. Together with the assumption of
constant returns to labor in sector S, these given relative prices make the labor
supply to sector M perfectly elastic. The existence of increasing returns in the
capital-intensive industry is also a necessary condition (although not a suffi-
cient condition as discussed below). Indeed, if technology displayed constant
returns in both industries, the w* locus would be a horizontal line as shown in
Figure 9.3a. We would then have two different cases:

(1) If the w* line lies below the free trade line ((pS/pM)1 in the figure), free
trade is unambiguously superior to both autarky and protection.
Then a unique free trade equilibrium with full specialization in the
labor-intensive industry yields the highest possible wage rate in the long
run.

(2) If the w* line lies above the free trade line, free trade cannot prevent the
expansion of the capital-intensive industry. Regardless of how low the
capital-labor ratio is, the product wage under free trade remains less
than the required wage (w*). Even if the profit rate falls when the

ln (pS/pM) (pS/pM)A
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Figure 9.2 The infant industry argument
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economy opens up to trade (if the capital endowment is below k** in
Figure 9.3a), free trade allows the economy to fully reap the static gains
from trade. The wage rate, during the process of expansion of the
capital-intensive industry (up to k**), is higher under free trade than
under either autarky or protection. There is again a unique free trade
equilibrium with, in this case, full specialization in the capital-intensive
industry.

The argument depends on some form of increasing returns, because this is
what introduces a wedge between the private and the social costs and benefits
of the development of the capital-intensive industry. It is because the industry
generates external effects—in the form of, for example, learning by doing—
that free market forces do not guarantee its development. Yet, the existence of
technological externalities is not sufficient to warrant protection.6 The indus-
try must have enough potential. For suppose that the economy’s savings rate
is so low, or the labor force growth so high, that the highest wage it can
achieve under autarky is below the wage under free trade with specialization
in the labor intensive good (as shown in Figure 9.3b). It is then possible, even
with full specialization in the M sector, that the survival of the capital-inten-
sive industry would require a wage lower than can be achieved under free
trade. In this case, the w* line, although upward sloping, does not intersect
with the w curve under free trade. The survival of sector M would then
require permanent protection. The argument for infant industry protection
here breaks down because the economy does not have a long-term compara-
tive advantage in the capital-intensive industry. This case is analogous to the

A

ln pS/pM (a) (b)ln pS/pM

wFT

(pS/pM)1 w∗

w∗

(pS/pM)2

k∗∗ ln k ln k
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Figure 9.3 Exceptions to the infant industry argument

6 This is the case independently of the fact that a second best argument for protection must
exist. Otherwise, the optimal policy intervention is a production subsidy to the capital-intensive
industry. See, on the subject, Bardhan (1970).
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one in the Rodan-Hirschman model of Chapter 8 (see figure 8.3a) when the
size of the labor force is so small that industrialization is not viable.

More generally, for protection to be warranted the industry should be able
to meet the Mill-Bastable criterion: the present discounted value of the social
costs of protectionmust be less than the discounted value of its social benefits.
If we interpret these costs and benefits as losses and gains to labor, the Mill-
Bastable criterion implies that the present discounted value of the costs, due to
the lower wages during the period of protection, compared to those under free
trade, must be less than the present discounted value of the gains, associated
with the higher wages the economy generates once it has a comparative
advantage in the capital-intensive industry. Two factors play a major role in
determining these costs and benefits. First, the extent to which the economy’s
capital endowment is below k*, i.e., how far away the current factor endow-
ment is from that required for the protected industry to survive under free
trade. This affects critically the size of the costs of protection: in a labor
abundant economy, the costs of protecting a modern aircraft industry may
be much larger than the costs of protecting a less capital-intensive textile
industry. A second factor is the extent to which the free trade line is below
the high wage equilibrium. This determines how much of a long-term com-
parative advantage the economy has in the protected industry, and thus the
size of the benefits from the temporary period of protection.

In our model with two goods, in which the benefits (or costs) from special-
ization in the IRS industry are permanent, while the losses from protection
during the transition to the steady state are temporary, the conditions of the
Mill-Bastable test will be fulfilled (assuming a zero social discount rate), if
the long-term benefits from the expansion of the IRS industry are positive.
That is, the test revolves around whether the w* line intersects twice the
w curve under free trade (as in Figure 9.1) or whether there is no intersection
(as in Figure 9.3b). It thus revolves around whether the conditions for the
existence of multiple equilibria are fulfilled or not.

Openness, factor supply elasticity, and efficiency gains

The previous analysis illustrates the effects of trade openness on labor supply
elasticity. In a closed dual economymodel, an elastic labor supply will require
a sufficiently high elasticity of substitution between the goods produced by
the modern and the traditional sector (see Chapter 6). In an open economy
this condition on the elasticity of substitution is no longer required if both
goods are traded, especially if the economy is small and takes prices as given in
the international market. With fixed terms of trade between the two goods,
the expansion of the modern sector does not, as it would in a closed economy,
shift the terms of trade in favor of the traditional sector. For example, in the

Criticisms and Extensions of Classical Development Theory

214



model just discussed the modern sector faces an elastic supply of labor at a
constant product wage (determined by the given terms of trade). The opening
of the economy makes the terms of trade behave as if the two goods were
perfect substitutes, so that the modern sector faces a perfectly elastic supply of
labor as long as the two sectors coexist.7 This is why, with the exception of the
upward sloping w* curve, the model of the infant industry argument is so
reminiscent of the Lewis model. In both, the w curve is a straight line as long
as the two sectors coexist: in Lewis, because the two sectors produce the same
good; in the infant industry model, because the two sectors produce traded
goods with fixed terms of trade.

The model of the infant industry argument assumes constant returns to
labor in the traditional sector (S). Suppose instead that there are diminishing
returns to labor. With equalization of labor earnings in the two sectors (S and
M), we have: wM/pM = (pS/pM) LS

�b, where the labor elasticity of output in
sector S is (1� b). Taking logs and differentiating, the labor supply elasticity to
sectorM is: dln LM/dln (wM/pM) = [1 – dln (pS/pM)/dln (wM/pM)]/b (LM/LS). In a
closed economy dln (pS/pM) will generally be positive (unless the elasticity of
substitution between the S and M goods is infinite). In a small open economy,
this term is zero, making the elasticity of labor supply higher than in the
closed economy case.8

By making the w curve flatter at low levels of the capital stock, trade
openness may generate a trap or increase the hold of the trap where it already
existed. However, this argument needs to be qualified if trade brings gains
(such as allocative efficiency gains) that affect the w* curve. What difference
would it make to our conclusions if allocative gains were present? Suppose
that the modern capital-intensive sector produces two goods, an exportable
and an importable good. Alongside this sector, sector S produces a non-
tradable good using labor subject to diminishing returns. With two traded
goods, trade will allow the economy to obtain importable goods at lower costs.
These efficiency gains are equivalent to a one time technological improve-
ment and can be modeled as an upward shift in the multiplicative constant in
the production function of sector M. An increase in this multiplicative con-
stant, as a result of the opening to trade, shifts the w and w* loci upwards.
Assuming a Cobb-Douglas production function with technological external-
ities, the shifts in the w and w* curves (holding K constant) are given by:

7 The same applies to an open economy version of a model with efficiency wages, as long as
Kaldorian underemployment exists in the traditional sector.

8 Besides making a low K intersection more likely, the higher elasticity of labor supply has
another consequence. The w curve is flatter in the open economy case. This tends to generate a
higher real wage in the high level equilibrium. In this equilibrium, theM sector is larger than under
autarky and wages benefit from the productivity gains associated with the expansion of the
M sector, as well as from the lower cost of imported S goods.
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dlnðwM=pMÞ ¼ ½ð1� aÞ=ð1þ eaÞ�dlnA ð1Þ

dlnðwM=pMÞ ¼ dlnA ð2Þ
where A is the multiplicative constant and e is the labor supply elasticity.
Comparing these two expressions, it is readily seen that the shift in the w*
locus (given by eq. 2) exceeds that of the w locus (given by eq. 1). The
difference depends on the labor supply elasticity. The intuition behind this
is simple: the profit rate is an increasing function of the state of technology,
given the capital stock. A technological improvement must therefore increase
the required wage by more than the market equilibrium wage. The more
elastic the labor supply, the less the market equilibrium wage increases and
the larger the increase in the profit rate. In fact, if the labor supply was
perfectly elastic, the w curve would not shift at all (see eq. 1).

Given that the upward shift in the w* curve exceeds that of the w curve, the
low K intersection in the open economy will feature a smaller capital stock
than in the closed economy. Hence, the efficiency gains from trade reduce the
hold of the development trap. The same argument can be made for other
sources of gains arising from changes in market structure or the transmission
of international external effects. However, it is interesting to note that these
gains do not eliminate the low K intersection: the slopes of the loci, in (ln
wM/pM, ln K) space, are independent of A. If the condition for multiple
equilibria was fulfilled in the pre-trade situation, it will also be met after the
opening to trade. All this is, incidentally, quite consistent with Rosenstein-
Rodan views: “International trade undoubtedly reduces the size of the min-
imum push required, so that not all the wage-goods need be produced in the
developing country, but it does not eliminate it. . . . International trade does
much to reduce the danger of monopolies. It also effectively reduces the size of
the minimum quantum of investment. But it does not dispense with the need
for a big push” (Rodan, 1961, pp. 63 and 65).

3. Multiple Equilibria, Openness, and Pecuniary Externalities

Consider now the effects of trade openness in amodel withmultiple equilibria
associated to pecuniary externalities. As discussed earlier, it is these effects that
Bhagwati’s and many other interpretations of the big push argument have in
mind in their criticism of the argument. In the formalization of the big push
argument by Murphy, Shleifer, and Vishny (1989) discussed in Chapter 8,
demand conditions facing the monopolist in any given sector can be
described by a kinked demand curve (see Basu, 1997). As shown in
Figure 9.4, before the kink, demand is perfectly elastic at a price equal to the
cost of production of traditional producers. After the kink, the demand curve
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becomes downward sloping with a unit price elasticity, given that each good
has an equal share in final expenditure. As a result, marginal revenue falls to
zero at the kink and beyond.

The position of the kink for, say, the shoe producer, depends on whether
monopolists in other sectors invest in modern techniques. When the shoe
factory considers investing in isolation, the position of the kink is determined
by the volume of traditional production, since this is the volume of output
that the shoe factory can expect to sell by displacing existing producers. Let
this volume of output be represented by point A in Figure 9.4. In the presence
of positive pecuniary externalities, the adoption of modern techniques in
other sectors (textiles, for instance) has the effect of shifting the position of
the kink outwards (from A to B). It is this outward shift in the position of the
demand curve, arising from the actions of other producers, that creates the
possibility of multiple equilibria. Given the position of the unit cost curve
(AC) in Figure 9.4, it is then possible that the adoption of the modern tech-
nique would be unprofitable in isolation. On the other hand, the shoe factory
would be able to recover fixed costs if modern firms were simultaneously
investing in other sectors.

Suppose that this economy opens to foreign trade and faces given relative
prices in the international market. As discussed earlier, Bhagwati noted that
now the shoe producer will be able to sell all she wishes at given prices and the
demand for her product no longer depends on the textile producer adopting
the modern technique. The adoption of modern techniques in textile produc-
tion still affects the domestic demand for shoes, but the domestic demand for
shoes no longer constrains the profitability of modern techniques in domestic
shoe production. The kink in the demand curve disappears and the demand
for shoes becomes perfectly elastic at the international price.

P

A B AC

D2

D1

M

Figure 9.4 The effect of pecuniary externalities on demand and unit costs
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More generally, by making demand curves more elastic, trade reduces the
external effects of the modern textile producer on the shoe factory. In the
example above of given relative prices in the international markets, demands
become perfectly elastic and the external effects disappear altogether. This is
the basis for Bhagwati’s criticism. His criticism is clearly valid in the context of
“horizontal pecuniary externalities” involving (in the closed economy)
demand spillovers across final producers of (potentially) traded goods. In the
open economy facing given terms of trade, the shoe factorymay ormay not be
profitable but its profitability does not depend on other sectors adopting
increasing returns technologies. It does not follow, however, that export
pessimism is a condition for the existence of pecuniary externalities in an
open economy, or even for the existence of horizontal pecuniary externalities
in this setting.

Let us first note the fact that horizontal externalities retain a practical
importance in the absence of export pessimism, unless by this we were to
understand anything less than infinite elasticities of demand. The investment
decision of the textile producer will still affect demand and profits in the shoe
industry, unless indeed the shoe producer can sell whatever she wishes at the
international price. The fact is, however, that trade in reality is not free and
costless: based on the findings of Chenery et al. (1975, 1986) on medium size
and large countries, Murphy, Shleifer, and Vishny (1989) emphasize the
significance of domestic markets as a source of demand for domestic industry.

Consider now the following setting. Price elasticities of demand for tradable
goods are infinite but each of the modern firms in the multisectoral economy
of Murphy, Shleifer and Vishny uses a technique that requires non-tradable
inputs produced under increasing returns (as the intermediate goods in the
vertical externalities model of Chapter 8).9 When the shoe factory invests
in isolation, intermediate inputs (e.g. services or infrastructure) are produced
at a high cost. These high costs may keep the unit cost of the shoe producer
above the international price, even at high levels of output. The AC1 curve in
Figure 9.5 shows the unit cost of the shoe producer in this case. When firms in
other sectors adopt modern techniques, the market for intermediate goods is
expanded. As a result, intermediate inputs are produced at lower costs and this
has the effect of reducing the unit cost for the shoe factory. The unit cost curve
of the shoe producer shifts from AC1 and AC2 in Figure 9.5. It is then possible
that the adoption of themodern technique would be unprofitable in isolation,
while the shoe factory would be able to recover fixed costs if modern firms
were simultaneously investing in other sectors. The possibility of multiple

9 To facilitate the comparison with the previous case, we assume that the intermediate input is
in the nature of a fixed cost. The price of the intermediate good is then independent of output
volume in any individual sector, but falls with the number of sectors that industrialize.
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equilibria remains, because it is the cost curve, and not the demand curve, that
shifts as a result of the actions of other producers.

Vertical pecuniary externalities can thus lead to multiple equilibria in an
open economy, even if the shoe producer faces a perfectly elastic demand at
the international price (p*). Chapter 15 presents a linkage effects model that
also illustrates this conclusion. These examples also suggest that the transmis-
sion of vertical externalities is, in fact, more likely in an open economy than in
a closed economy. The reason is, as argued earlier, that an open economy
makes the labor supply more elastic and these vertical external effects require
that the sector producing intermediate inputs faces an elastic labor supply.

It is somewhat ironic that early critics of the “balanced growth” implica-
tions of the presence of horizontal pecuniary externalities, based their skepti-
cism on the view that vertical externalities were of much more practical
relevance than horizontal externalities. As Fleming (1955, p. 250) argued:

There can be little doubt but that the conditions for a 'vertical' transmission of
external economies—whether forward from supplying industry to using industry,
or backward from using industry to supplying industry—are much more favour-
able than for a 'horizontal' transmission between industries at the same stage.

He attributes the emphasis given to horizontal externalities by Rosenstein-
Rodan and Nurkse to the neglect in the earlier literature (by Marshall and his
commentators) of this type of externalities, at the expense of vertical external
economies. He suggests that this neglect may have been due precisely to the
greater practical importance of vertical pecuniary externalities than of hori-
zontal externalities. As he puts it:

The fact that our authors, other than Allyn Young, seem to lay more emphasis on
the ‘horizontal’ rather than the ‘vertical’ variant of the balanced-growth doctrine
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Figure 9.5 Vertical pecuniary externalities in an open economy
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is probably due to the fact that the external economies underlying the former are
less frequently discussed in the literature than those underlying the latter. But the
‘horizontal’ transmission of economies may have been neglected by Marshall and
his commentators precisely because, where it exists at all, it is relatively unimport-
ant. (Fleming, 1955, p. 250)

The relative importance of horizontal and vertical externalities impinges on
the question of the relative merits of balanced vs. unbalanced growth strat-
egies. The vertical externalities model of section 2 in Chapter 8 helps illustrat-
ing this point. The policy implication of the model is certainly not to develop
simultaneously the final goods producing sectors but rather to concentrate
resources in the capital-intensive and intermediate inputs sectors, which
comes close to advocating unbalanced growth. The reason is not the same as
the one advanced in Hirschman’s advocacy of unbalanced growth, which was
based on the scarcity of administrative and entrepreneurial capabilities in
developing countries.10 The reason, in this case (in which Hirschman’s con-
siderations do not play a role), is that multiple equilibria arise from the
presence of vertical externalities. If there had been horizontal external effects
between the final goods producing sectors, the policy implications would
have been different and closer to a balanced growth strategy. The example
then suggests that the policy implications of a big push model can either take
the form of balanced or unbalanced growth, depending on the type of exter-
nal effects involved.Moreover, it is interesting to note that the example points
to the ambiguity of the terms “balanced” and “unbalanced” growth: a policy
oriented towards shifting resources from the labor-intensive sector to the
capital-intensive and intermediate inputs sectors (“unbalanced” growth) is
also one aiming at the balanced development of the capital-intensive and
intermediate inputs sectors.

10 Hirschman’s (1958) criticism of balanced growth was based mostly on feasibility
considerations: “This is, of course, the major bone I have to pick with the balanced growth
theory: its application requires huge amounts of precisely those abilities which we have
identified as likely to be very limited in supply in underdeveloped countries” (pp. 52–3).
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Part III
Aggregate Demand and Growth
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10

Effective Demand and Factor Accumulation

Classical development theory, just as mainstream growth theory in its neo-
classical and endogenous growth versions, has no role for aggregate demand
in the growth process. Rates of factor accumulation depend on rates of
return that are independent of aggregate demand or are given exogenously
as in the case of labor force growth. Technological progress is exogenous, as in
the neoclassical model, a by-product of capital accumulation as in endogen-
ous growth or classical development models with technological externalities,
or driven by such supply side factors as research and development expend-
itures as in the product variety and Schumpeterian models.

All this was not the same in early mainstream growth theory. In the early
years of growth theory, in the writings of Harrod (1939), Kahn (1959), and
Robinson (1962), aggregate demand did have both level and growth effects.
Subsequent work by heterodox growth theorists, drawing on the work of
Kalecki (1971), Steindl (1952), Robinson (1962), and others, examined growth
with unemployed labor and excess capacity of capital and argued that the rate
of growth of the economy in the long run is affected by aggregate demand
influences. I now turn to these different traditions of growth theory. Without
attempting to review a vast literature, the following four chapters turn to
a discussion of the links between the supply-side models of neoclassical and
development theory in previous chapters and the demand-driven growth
models of Keynesian and structuralist macroeconomics.1

This chapter and the next drop one at a time the assumptions of full
employment and supply side driven technical change. This first chapter
is organized as follows. The first section sets out the basic assumptions of the
model and then uses this framework to address a number of issues that figured
prominently in early growth theory from the 1940s to the 1960s. The second
section discusses how, with given nominal wages and in the absence of labor

1 For a comprehensive survey of Keynesian growth theory, see Commendatore, D’Acunto,
Panico, and Pinto (2003).



supply constraints, the growth of productive capacity and aggregate demand
are brought into equality through changes in the profit rate and the rate of
capital accumulation, with the economy converging to a demand-constrained
path. The third section removes the assumption of given nominal wages
and shows how, in the absence of endogenous technical progress and migra-
tory flows, the warranted growth rate beyond the medium run adjusts to
the natural growth rate given by the exogenous growth of the labor force.
However, unlike neoclassical models, the equilibrium growth path deter-
mined by the natural rate is not, in general, a full employment path.2 As we
shall see, while the economy’s growth rate is supply constrained by the exogen-
ous natural rate, the employment rate is demand constrained in the long run and
there is no tendency in the economy to converge to full employment or to a
unique natural rate of unemployment.

Most of our discussion of the medium and long-term interactions between
factor accumulation and effective demand growth makes the assumption of a
small open economy which is, in my view, the appropriate analytical frame-
work for the typical developing economy whose growth leaves by and large
unaffected the terms of trade that it faces in international markets. However,
the fourth and last section of the chapter introduces the assumption of a large
economy in a two-country model in order to illustrate the well known Thirl-
wall’s law, based on Harrod’s trade multiplier, according to which the pattern
of trade specialization is what really matters in explaining differences among
countries in the rate of growth. An appendix discusses in detail the stability of
the long-run equilibrium.

1. A Small Open-economy Model: The Basic Assumptions

I shall distinguish three time periods. In the short run, as usual, nominal
wages and the capital stock are taken as given. In the medium run, through
the revision of expectations, the economy converges to Harrod’s warranted
growth rate or Joan Robinson’s desired rate of accumulation with given nom-
inal wages but a changing capital stock. In the long run, with flexible wages,
the economy converges to a path in which the employment rate is stable and
the warranted and natural growth rates are equal to each other.

2 The adjustment to the exogenous natural rate takes place through changes in the real
exchange rate and product wages. The same problem was solved in neoclassical models by
assuming a flexible capital-output ratio as a result of technological substitution between capital
and labor (induced by changes in factor prices) and in neo-Keynesianmodels by assuming a flexible
savings rate that changed as a result of income redistribution at full employment between
capitalists and workers (with different propensities to save) (see Sen, 1970, for a classical review).
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The model is deliberately idiosyncratic. First, all the complications and
negative impacts on aggregate demand and employment that wage deflation
may bring about in real life are assumed away (these complications are left for
Chapter 13). The small open economy considered is a price taker in inter-
national markets and a fall in nominal wages has an unambiguous positive
effect on the level of employment. In fact, the only effect of wage deflation is
a positive competitiveness effect on exports and overall output and employ-
ment. Yet, despite these features and the fact that nominal wages are flexible
beyond the medium term, the economy does not converge to a full employ-
ment equilibrium in the long run (or to a natural rate of unemployment that
is independent of effective demand). It only converges to a long-run growth
path in which Harrod’s warranted growth rate is equal to the natural growth
rate and the unemployment rate is constant. Moreover, aggregate demand has
long-run level effects on the employment rate when the natural growth rate is
exogenous and can even have growth effects when the natural growth rate is
endogenous.3

Another distinctive feature meant to simplify the analysis is that, unlike a
model of a two-sector economy producing tradable goods for which the
economy is a price taker in international markets and non-tradable goods
produced under imperfect competition, the economy considered produces a
single tradable good but firms face different competitive conditions in the
domestic market and in export markets. They are price takers in export
markets and can sell whatever they wish at given international prices. In
contrast, in the domestic market they operate under imperfect competition,
facing downward sloping demand curves with a constant price elasticity of
demand. This may be the result of import barriers or, more simply, of the fact
that firms (producing say Corona beer) face a much more price elastic demand
in foreign markets than they do in their home (Mexican) market where they
have a long established tradition.

Firms maximize profits equal to PD D + PX X – W L, where D is domestic
sales, X is exports, W is the nominal wage, and PD and PX are respectively the
price of domestic sales and the price of exports (equal to the international
price times a constant nominal exchange rate equal to one). In maximizing
profits, firms take nominal wages and the price of exports as given and are
subject to two constraints. The first is the production function which we
assume to be Cobb-Douglas: Y = F (L, K) = Ka (AL)1�a, where Y is total output,

3 As we shall see, two features of the economy allow aggregate demand to have these long-run
effects. The first is the existence of imperfect competition in the domestic market. This, despite the
fact that firms face perfectly elastic demands in foreign markets, allows domestic demand to have
effects on profitability and investment and thus on future levels of employment and output. The
second is the existence of imperfect wage flexibility which prevents nominal wages from
continuously falling in the presence of a positive rate of unemployment.
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and K and L are capital and labor inputs. The level of productivity (A) is, for
the time being, taken as exogenously given and constant over time. The
second constraint is a demand constraint in the domestic market given by
D = B (Pi/PD)

�ç where Pi is the individual price, in equilibrium equal to the
average price of domestic sales (PD, or domestic price for short), B is a position
parameter, and ç is the constant price elasticity of demand.

From the first order conditions for profit maximization, the domestic price
and employment are determined as:

PD ¼ ð1þ zÞW=F’ðLÞ 1þ z ¼ f=ðf� 1Þ (1)

W=PX ¼ F’ðLÞ ¼ ð1� aÞAð1�aÞKa L�a (2)

Eq. (1) shows that the domestic price is set as a mark-up (z) over marginal labor
cost (W/F’(L)), themark-up being determined by the price elasticity of demand
facing firms in the domestic market. Because firms are price takers in export
markets, they sell abroad up to the point where the price of exports is equal to
the marginal cost of labor (see eq. 2). Eqs (1) and (2) imply that the ratio of the
domestic price to export price is equal to the ratio of the domestic price to
marginal labor cost, i.e. PD/PX = (1 + z).

The determination of employment is derived from eq. (2) showing the
equality between the marginal product of labor and the wage per unit of
exports (the product wage for exporting firms). Indeed, solving (2) for
L yields: L = [A(1�a)(1�a)/(W/PX)]

1/a K, which shows the level of employment
determined by the capital stock, the product wage for exporting firms, and the
level of productivity (A) which, by affecting the marginal labor costs of
exporting firms, modifies the level of employment. This level of employment
(and output) is therefore independent of domestic demand. Firms do not
increase production in response to higher domestic demand (given the prod-
uct wage, W/PX). Rather, they adjust by reducing exports and increasing sales
in the domestic market. The reason is that they face a perfectly elastic demand
for exports. Indeed, if they increased production in response to higher domes-
tic demand, their marginal cost would increase above the price of exports. This
would induce them to reduce their exports until the marginal cost of produc-
tion is again equal to the price of exports. This means that a higher domestic
demand fully crowds out exports. A higher level of foreign demand, by con-
trast, to the extent that it increases the international price of exports has a
positive effect on employment and output given the nominal wage. The same
effect results from a devaluation of the nominal exchange rate since it
increases the price of exports in domestic currency.

Since the price of domestic sales is higher than the marginal cost, a higher
volume of domestic sales raises the average mark-up on total sales, as well as
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the profit rate on the given capital stock. Indeed, from the definitions of the
average price of total sales (P) and the profit rate (r), we have:

P ¼ ðPDDþ PXXÞ=Y

r ¼ ðP Y�W LÞ=PIK

where PI is the price of capital goods. Combining these equations and using
(2) implies the following relationship between the profit rate and the share of
domestic sales in output (D/Y):

r ¼ ½aþ z D=Y�ðPX=PIÞu where u ¼ ½ð1� aÞAðPx=WÞ�ð1�aÞ=a (3)

where ı is the output-capital ratio (Y/K). Eq. (3) shows the profit rate as an
increasing function of the share of domestic sales in total output and the
output-capital ratio which, given the determination of employment and
output, is an increasing function of the ratio of export prices to wages (that
we shall refer to as the real exchange rate).4,5 The profit rate is thus an
increasing function of domestic demand and the real exchange rate (as well
as an inverse function of the ratio of capital goods prices to export prices,
PI/PX). This means that while domestic demand does not affect output and
employment in the short run, to the extent that it affects profitability and
investment and, thus, the size of the capital stock in the future, it has a
positive effect on future levels of employment and output.

Turning to the demand side, assume there are no savings out of wages and
let s� be the propensity to save out of profits. Consumption (C) is then
determined as: PD C = W L + (1 – s�) (P Y � W L), where we are assuming
away, for simplicity, imports of consumption goods. Investment has a domes-
tic (Id) and an imported component (Mk). Thus: pI I = pD Id + pM Mk, where
Mk =m I so that there is a fixed amount (m < 1) of complementary imports per
unit of total investment.

2. Interactions Between Profitability and Accumulation
in the Medium Term

We now derive two relationships between the profit rate and the rate of
accumulation such that, in a steady state, profit expectations are fulfilled.
In this steady state, the rates of growth of output and the capital stock are

4 Note that the profit rate exceeds its competitive equilibrium value (a ı PX/PI) by the extent to
which the mark-up is positive.

5 The expression for ı is derived from eq. (2) and the production function.
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constant and, as we shall see below, equal to Robinson’s “desired rate of
accumulation” (Robinson, 1962).

Substituting from the imports and consumption functions into the goods
market equilibrium condition and normalizing by the value of the capital
stock (pI K), we can write the equilibrium condition as the equality between
savings and investment plus net exports (all normalized by the capital stock):

spr ¼ ð1�mÞgþ x (4)

where g is the rate of capital accumulation (I/K) and x is the export-
capital ratio. We choose units such that PM/PI = PX/PI (= 1). Substituting
from (3) into (4), and using D/Y = (1 – X/Y) and X/Y = x K/Y in order to
eliminate x, we get the first relationship between the profit rate and the rate of
accumulation:

r ¼ ½1=ð1þ zspÞ�½ðzþ aÞuþ zð1�mÞg� where : u ¼ uðA;Px=WÞ (5)

Eq. (5) shows the profit rate that clears the goods market as an increasing
function of the rate of accumulation. A higher rate of accumulation raises the
profit rate through its effect on domestic demand, as described above. This is
why higher propensities to import and to save (m and s�), which reduce
domestic demand at each level of the rate of accumulation, have according
to eq. (5) a negative effect on the profit rate. The real exchange rate (PX/W) has
a positive effect on the profit rate by increasing employment and output at
each given level of the capital stock, and thus the output-capital ratio.

Changes in the mark-up (z) have three different effects on the profit rate.
The first operates through the level of consumption. The higher is themarkup,
the lower, other things being equal, is workers consumption and therefore the
level of domestic demand and profits. This effect depends on the propensity to
save out of profits (see the first term on the RHS of eq. 5) and is at its maximum
when there is no consumption out of profits (s� = 1), so that the fall in workers
consumption is not even partially compensated by an increase in capitalists’
consumption. It disappears if capitalists consume all their profits (s� = 0) since
then redistribution against wage earners has no effect on the overall level of
consumption and domestic demand. The second effect is a positive effect on
profits for a given output-capital ratio. Given this ratio, a higher mark up
implies a higher share of profits in total income and a higher profit rate (see
the second term on the RHS of eq. 5). The third effect is also a positive effect
and operates as follows: a higher rate of accumulation increases the profit rate
the more so the higher the mark-up. This effect is at its maximum when
all capital goods are produced domestically under conditions of imperfect
competition (m = 0) and disappears when all capital goods are imported
(m = 1) and therefore a higher investment rate has no effects on domestic
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profits. Note then that this effect is present only to the extent that investment
is a component of domestic demand.6

The second relationship is a rate of accumulation function which makes
the rate of accumulation depend on the propensity to invest (ł) and the
expected profit rate (re) (à la Joan Robinson, 1962), as well as a risk-adjusted
international profit rate (r*) under the assumption of international capital
mobility:

g ¼ cðre � r*Þ ðwhich implies with r ¼ re; r ¼ ðg=cÞ þ r*Þ (6)

In a steady state, re = r. Figure 10.1 shows the determination of the steady
state values of g and r. At the intersection of the two lines, corresponding
to eqs (5) and (6), the rate of accumulation generates a profit rate that
just equals the expected profit rate that induced this rate of accumulation.7

This desired or equilibrium rate of accumulation is analogous to Harrod’s
warranted growth rate. For, in the present open economy context, it is such
that the investment forthcoming at the equilibrium profit rate generates an
addition to productive capacity such that the increase in domestic demand
leaves the composition of total output between exports and domestic sales
unchanged. Thus, on the warranted growth path, exports and domestic

g∗ g

g (re)

r, re

r (g)

Figure 10.1 The warranted growth rate

6 It is worth noting that there are two situations in which the profit rate is independent of
the rate of accumulation. The first is when the domestic market is perfectly competitive and
therefore z = 0. There is then a unique profit rate independent of the rate of capital accumulation
and equal to (a ı) (a horizontal line in Figure 10.1). The second is when all capital goods are
imported (m = 1) and there are no effects of changes in investment on domestic sales. The profit
rate is then equal to [(z + a) ı]/(1 + z s�).

7 In Joan Robinson’s expression this is the “desired rate of accumulation”, “a rate of
accumulation which is generating just the expectation of profit that is required to cause it to be
maintained” (Robinson, 1962, p. 130 in Sen, 1970).
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demand grow at the same rate, equal to the rate of growth of productive
capacity.

To the right of the r (g) line (given by eq. 5), the rate of accumulation is
higher, at each level of the profit rate, than required for the domestic market to
clear. Firms will thus reduce exports and increase sales in the more profitable
domestic market. Thus, as shown in Figure 10.1, the profit rate increases when
the economy is to the right of the r (g) line and falls when it is to the left.
Above the g (re) line (given by eq. 6), the profit rate is higher than expected
and investment decisions will be revised upwards, while below the line the
rate of profit is lower than expected and the rate of accumulation decreases.
As the lines are drawn in Figure 10.1 and, in the absence of labor supply
constraints, the economy will converge to the stable equilibrium at the inter-
section of the two lines corresponding to Harrod’s warranted growth rate or to
the “desired rate of accumulation” in Robinson’s expression. The equilibrium
is stable provided that the g (re) line is steeper than the r (g) line, i.e. if: (1/ł) > z
(1 � m)/(1 + z s�).

Consider the effects of changes in key parameters. A devaluation of the real
exchange rate (higher PX/W) shifts the r (g) line up, moving the economy to a
higher growth rate and a higher profit rate. The initial impact on profitability,
resulting from the real devaluation, is compounded by the increase in the rate
of accumulation and its positive effect on profits (operating through the
higher domestic demand). Changes in domestic demand parameters, such as
reductions in the propensity to save out of profits or the import coefficient,
also shift the position and/or slope of the r (g) line upwards and move the
economy to a new equilibrium path with a higher growth rate and a higher
profitability. The difference with the effects of a real devaluation is that in the
new equilibrium path, the share of exports in total demand is lower than in
the case of a real devaluation but real wages are higher (since W/PD = (W/PX)
(PX/PD) and W/PX falls with a devaluation). In fact when domestic demand
parameters change, there is no change in real wages. The rate of profit (and
accumulation) in the new equilibrium is higher precisely as a result of the
change in total demand in favor of domestic sales. Changes in the mark up
also affect the position of the r (g) line but the net impact depends on the
relative strength of the three effects discussed earlier.

The propensity to invest and the risk premium affect the slope and/or
position of the g (re) line. A higher propensity to invest (which may result
from an increase in autonomous investment, including public investment)
makes the g (re) line flatter and increases the equilibrium rates of profit and
accumulation. An increase in the risk premium which negatively affects
investment, shifts the g (re) to the left and reduces profitability and growth.
No changes in real wages are involved here.
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A comparison with Keynesian models

A similarity with early Keynesian growth models (Kaldor, 1956; Robinson,
1962) is that the mechanism which makes the profit rate depend positively
on the rate of accumulation involves an increase in profit margins at an
unchanged level of output in the short run. Kaldor explicitly assumes a state
of full employment so that output is given at the corresponding level. In the
face of a higher level of investment, the equality between investment and
savings is achieved through an increase in profit margins rather than
increased output. Indeed, a well-known feature of the Kaldorian model is
that, with different propensities to save out of profits and wages, overall
savings increase with the redistribution fromwages to profits. Robinson seem-
ingly assumes a state of full capacity with unemployment in the labor market
(see on the subject Marglin, 1984; and Dutt, 1990). What makes the profit rate
increase with the rate of accumulation is that the profit mark-up (not output)
increases with the higher level of demand coming from investment. In our
model, the mechanism is also an increase in the average profit mark-up (as
an increase in investment raises domestic demand and shifts the composition
of sales in favor of the more profitable domestic market) but it does not
involves the assumptions of full employment (there is unemployment in
the short-run equilibrium and even in the long-run equilibrium) or a binding
full capacity constraint. What keeps output unaffected by domestic demand
in the short run is the fact that firms have the possibility to offset a fall, say,
in domestic demand by increasing exports in the face of a perfectly elastic
demand in export markets.

There are also some similarities with more recent Keynesian demand-driven
growthmodels. The stability condition derived above is similar to that present
in these models. The propensity to invest out of profits (ł), which affects
(inversely) the slope of the g (re) line, must not be too high relative to the
leakages out of the circular flow of income and expenditure which affect the
slope of the r (g) line. These leakages are here determined by the propensity
to save out of profits (s�) and the import coefficient (m). Otherwise, if the
stability condition is not satisfied, the “accelerator effects” of profits on invest-
ment will generate a Harrod’s knife-edge instability problem. This is the case
shown in Figure 10.2 in which the g (re) line crosses from above the r (g) line.
There is then a saddle point equilibrium, the corresponding saddle path
representing the (r, g) combinations below which the economy collapses
and above which the economy explodes. Another possibility is that there
is no intersection if the slopes happen to be the same, in which case the
economy will expand indefinitely (in the absence of labor supply constraints)
if the g (re) is above the r (g) line or contract forever in the opposite case.
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Still another possibility is that of non-linearities and multiple equilibria.
This is the case of Robinson’s (1962) famous “banana diagram” in which the
g (re) curve crosses from above the r (g) line at low levels of profitability, then
becomes steeper at higher levels of profitability and crosses again from below,
at high values of g and r, the r (g) line (see Figure 10.3). We then have a low
level unstable equilibrium (below which the economy collapses) and a high
level stable equilibrium similar to that in Figure 10.1.

Another similarity with Keynesian models, besides the analogous stability
condition, is that when the economy is on the warranted growth path, growth
is demand-led. Indeed, as we have already discussed, changes in demand
parameters (s� and m) and in the propensity to invest (ł) modify the position
or slope of the lines and therefore the equilibrium rates of profit and
accumulation.

There are, however, two important differences with recent literature on
Keynesian growth theory. The first is that, unlike what happens in models

g

g (re)

r (g)
r, re

Figure 10.2 Unstable equilibrium

g (re)

g

r (g)r, re

Figure 10.3 Robinson’s banana diagram

Effective Demand and Factor Accumulation

232



that assume a technology with fixed coefficients and a variable degree of
excess capacity, the steady state in this model features the desired output-
capital ratio and there is no reason for firms to revise their investment deci-
sions. The model is thus free from the objection to models in the Kalecki-
Steindl tradition that in the steady state, firms’ actual capacity utilization may
in general not be equal to the desired degree of capacity utilization.8 This
difference is related to the fact that in the present model the level of output
plays no role in the adjustment of the goods market (given the real exchange
rate). This feature, however, does not prevent growth from being demand-
driven. Just as in Keynesian models, an increase in the propensity to invest, a
fall in the propensity to save or a fall in the import coefficient all tend
to increase the steady state values of the rates of profit and accumulation.
The growth effects of changes in the propensity to save and in the import
coefficient are due to the assumption of imperfect competition in the domes-
tic market. If firms faced perfectly elastic demand curves, the mark-up over
marginal cost would be zero and the rates of profit and accumulation would be
independent of the propensity to save and the import coefficient (s� and m).
As the reader can verify, with z = 0, the r (g) line becomes horizontal at the
competitive equilibrium value of the profit rate (a ı).9

A second difference has to do with the effects of changes in the real wage on
the rate of accumulation and growth. Whether a fall in the real wage raises or
reduces growth depends on the source of the real wage reduction. The real
consumption wage is: W/PD = (W/PX)/(1 + z). If the real wage falls due to an
increase in the real exchange rate (PX/W) the result is an unambiguous
increase in the equilibrium growth rate as the r (g) line shifts upwards. In
this case, growth is always profit-led and cannot be wage-led.10 The reason for
this difference with recent Keynesian models arises from the assumptions of a
perfectly elastic export demand and a flexible capital-output ratio. Together,
these assumptions imply that the fall in the product wage (W/PX) increases
employment and output, which has a positive effect on the profit rate and
investment. If the fall in the real wage is due to an increase in the domestic
markup over marginal cost, the effect on growth depends on whether the
higher mark-up reduces or increases the profit rate. In the first case, the r (g)
line shifts downwards, thus reducing the warranted growth rate. Growth is
wage led. In the opposite case, the higher mark-up has a positive effect on
profitability. Then the r (g) line shifts upwards and increases the equilibrium
rates of profit and accumulation.

8 For models in the Kalecki-Steindl tradition see Taylor (1983) and Dutt (1990).
9 Note that while independent of the rate of accumulation, the profit rate remains a positive

function of the real exchange rate.
10 Or, in Bhaduri and Marglin’s (1990) terminology, the growth regime is “exhilarationist”

rather than “stagnationist”.
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3. Long-Run Dynamics: The Adjustment of the
Warranted Growth Rate to the Natural Rate

The demand-constrained growth path of the previous sectionmay be seen as a
solution of the model for a medium run period in which we can neglect
changes in nominal wages. In order to examine what happens beyond this
period, we have to consider the adjustment of nominal wages and the real
exchange rate that will occur as a consequence of labor market conditions.

Consider, first, the determinants of the rate of wage inflation.We adopt here
a structuralist specification whichmakes the growth rate of nominal wages (w)
depend on the rate of domestic price inflation (p) and the gap between a target
or bargained real wage (ø) and the real consumption wage effectively received
by workers (W/PD):

11

w ¼ pþ lðo�W=PDÞ o ¼ oðL=NÞ o’>0 (7)

Further, we assume that the target real wage is an inverse function of
the unemployment rate (that is, an increasing function of the employment
rate, L/N). This inverse relationship is supported by empirical research on
the “wage curve” which establishes a negative relationship across regions
and sectors between wage levels and unemployment (see Blanchflower and
Oswald, 1994 and 2005). The wage inflation equation is thus similar to a
Phillips curve equation augmented by the effects of expected price inflation12

although, as we shall see later, it does not imply a unique natural rate of
unemployment independent of aggregate demand. Eq. (7) can also be inter-
preted as showing the dynamic behavior of the real consumption wage, w� �,
as an inverse function of its level: a higher real wage (given the target wage)
leads to slower growth of nominal wages in relation to domestic prices. The
feedback effect on the growth of the real wage is thus negative.

Consider now the dynamic behavior of the employment rate over time.
Solving (2) for the level of employment (L), taking logs and differentiating
with respect to time, and then subtracting the rate of growth of the labor force
(n) from both sides of the equation, we have:

l� n ¼ g� ð1=aÞðw� pÞ � n g ¼ gðW=PDÞ g’< 0 (8)

where l is the rate of growth of employment and p is the rate of change of
export prices since, given the mark-up, export prices grow at the same rate as
domestic prices. In eq. (8), g, the rate of capital accumulation, equal to the rate

11 In addition to structuralist models of inflation, the wage equation is in line with efficiency
wage models and the literature on the wage curve (see Rapetti, 2011, for further discussion).

12 Indeed, as long as the nominal exchange rate is constant, current price inflation is nil and
current inflation coincides with expected inflation.
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of growth of the capital stock assuming no depreciation of capital, is deter-
mined by eqs (5) and (6) under the assumption r = re. We express this equilib-
rium rate of accumulation as an inverse function of the real wage. Other
variables and parameters affecting the equilibrium rate of accumulation are
the propensity to invest, the level of productivity, the propensity to save out
of profits, the import coefficient and the mark-up. Note that since the growth
of the real wage in eq. (7) is an increasing function of the employment rate,
eq. (8) shows the rate of change of the employment rate (l – n) as an inverse
function of its level.

Consider now the dynamic adjustments in real wages and the employment
rate. Setting in eq. (7) w = p, we obtain the equation of a locus of (L/N, W/PD)
combinations along which the real wage is stationary:

lðoðL=NÞ �W=PDÞ ¼ 0

In (L/N, W/PD) space, this is an upward sloping schedule: a higher employ-
ment rate tends to raise w above p and this requires a higher real wage, which
reduces w, in order to maintain stability of the real wage. Because the feedback
effect of the real wage on its rate of change is negative (and thus stabilizing),
the real wage falls when above the locus and increases when below it (see
Figure 10.4). The position of the schedule is determined by labor market
parameters (the ø (.) function) and domestic market structure (summarized
in the mark-up).

Substituting from (7) into (8) and setting l = n, we obtain a locus of (L/N,
W/PD) combinations along which the employment rate is stationary:

gðW=PDÞ � ð1=aÞl½oðL=NÞ �W=PDÞ� � n ¼ 0 g’<0 o’>0

This schedule can have a negative or a positive slope. The reason is that a
higher real wage has two effects on the rate of growth of employment. First,
it reduces employment growth through its negative effect on the rate of
accumulation. Second, it increases employment growth, via capital-labor sub-
stitution, through its negative effect on the growth of real wages. In
Figure 10.4, I assume that the first effect is stronger than the second and this
is why the schedule is downward sloping: the negative effect on employment
growth of a higher real wage requires a lower employment rate (which by
reducing wage growth increases employment growth) in order to keep the
employment rate stable (see appendix for further analysis). The position of the
schedule is determined by goods market and domestic demand parameters
affecting the g (.) function and labor market parameters affecting the º (.) and
ø (.) functions. Because the feedback effect of the employment rate on its
growth (given by l – n) is stabilizing, the employment rate increases when the
economy is to the right of the schedule and falls when it is to the left.
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As shown in the diagram, provided that the long-run equilibrium at the
intersection of the two schedules is stable, the economy converges to a steady
state in which the rate of capital accumulation is equal to Harrod’s natural rate
(the growth rate of the labor force, n, under our present assumptions) while
the output-capital ratio, the employment rate, the real exchange rate and real
wages all remain constant over time. The appendix discusses the stability
conditions. Even though at first sight paradoxical, the policy implication is
clear: while aggregate demand policies can increase the employment rate, and
move the economy towards full employment, they cannot increase, in the
absence of technical progress or endogenous labor force growth, the long-run
rate of growth which is determined by the exogenous natural rate.

A comparison with neoclassical models

While the economy’s growth rate is constrained, as in the neoclassical model,
by an exogenous natural rate there are several important differences with that
model. First, the employment rate in the long-run equilibrium need not be the
corresponding to the full employment of the labor force. Why, if there is
nominal wage flexibility and a positive competitiveness effect on aggregate
demand from the fall in nominal wages, doesn’t the labor market clear at
full employment? Note that, starting from an employment rate lower than
the long-run equilibrium value with a target real wage that is below the
actual real wage, nominal and real wages fall until the real wage is equal to
the target value. In this process, the gap between target and actual real wages
shrinks due to the fall in the actual real wage (resulting from the fall in the
nominal wage) and the increase in the target real wage (resulting from
the increase in the employment rate as exports and employment rise). There

W/PD

w = π

l = n

L/N

Figure 10.4 Long-term dynamic adjustments
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is no reason, however, why the equality between target and actual real wages
will take place at full employment.

Moreover, the long-run equilibrium employment rate in the present model
is affected by aggregate demand unlike what happens in natural rate or NAIRU
models in which, even though the economy does not converge to full employ-
ment, aggregate demand has no effect on the long-run employment rate.
Consider, for example, an increase in the propensity to invest (or reductions
in m and s� that enter into the g (.) function). These changes, which increase
domestic demand, shift the schedule of employment stability to the right and
increase the long-run equilibrium values of the employment rate and the real
wage. To see how this happens, consider the process of adjustment to an
increase in the propensity to invest starting from a long-run equilibrium. As
a result, the rate of accumulation exceeds the growth of the labor force and the
employment rate increases. This brings about a rate of wage inflation above
the rate of domestic price inflation and the real wage increases. The higher real
wage reduces the profit rate and brings about a fall in the rate of accumulation
back to the value of the natural rate. In the new long-run equilibrium the
economy is again growing at the natural rate but in the process of adjustment
to the new steady state the employment rate and real wages have permanently
increased. The reason for this difference with natural rate models is that in
the formulation of the dynamic behavior of wages adopted in eq. (7), there
is not a unique employment rate (or unemployment rate) consistent with
the equality between the rate of change of nominal wages and the rate
of domestic price inflation. Rather, there is a locus of combinations L/N and
W/PD consistent with stable inflation and constant real wages.13

Changes in the supply side of the economy also have effects that are absent
in the neoclassical model. Consider, for example, an increase in the rate of
growth of the labor force starting from a long-run equilibrium. In a neoclas-
sical model, a faster growth of the labor force (n) will reduce the steady state
level of output per worker and will leave the employment rate unaffected. In
the new steady state, the economy will be growing at the new and higher
natural rate. In the present model, the economy will also converge to a higher
growth rate (equal to the higher n) as a lower real wage shifts the position of
the r (g) line upwards. However, in this process the employment rate will
stabilize at a lower level than initially. The higher rate of growth of the labor
force implies a leftward shift of the schedule of employment stability in
Figure 10.4. This leads, indeed, to a lower real wage which raises the rate of

13 There is, however, an interesting similarity with natural rate (or NAIRU) models. In these
models the NAIRU depends on labor market parameters and competitive conditions in the goods
market. In our model, the equilibrium employment rate also depends on these parameters.
Changes in the target wage (for the same employment rate) or in the mark-up modify the
position of both schedules and thus the equilibrium employment rate.
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accumulation to the higher required level. But this in turn implies that the
long-run value of the employment rate must fall.

This leads us to the final difference with neoclassical models. The growth
rate in the less than full employment long-run equilibrium may be said to
converge ‘prematurely’ to the natural rate. Indeed, the economy on its long-
run path need not have a capital-labor ratio equal to that of the neoclassical
steady state. Then, if the economy differs from a Solow-type steady state
not only because the unemployment rate is positive but also because the
capital-labor ratio is below its steady state value, the growth rate is less than
the growth rate corresponding to the full employment path (before reaching
the steady state). As we know from the analysis of the neoclassical model, the
difference is proportional to the gap between the actual and the steady state
level of income. The implication is that on the demand-constrained growth
path (with g = n), the economy will not be converging to the Solow steady
state since, for this to be case, its growth rate should be higher than “n”, rather
than equal to it. Convergence is prevented precisely by the effective demand
constraints that keep the economy growing at a rate below the growth rate
of factor accumulation models corresponding to the full employment path.

The full employment path as a special case

Consider now the case in which the growth rate, as determined by eqs (5) and
(6), generates a growth of employment higher than the rate of growth of the
labor force. Starting from less than full employment, the employment rate will
rise over time. Suppose that eventually the economy reaches full employment
before the increase in the real wage brings the rate of accumulation down into
equality with the natural rate. Having reached full employment, the growth of
employment will be constrained by the growth of the labor force. At the same
time, the desired rate of capital accumulation will generate an excess demand
for labor. The growth of labor demand can be derived from the output supply
and labor demand functions and expressed as: l = g + [1/(1�a)] ı̂, where ı̂ is
the rate of growth of the output-capital ratio. As a result of an increasing real
wage, a falling output-capital ratio becomes the mechanism through which
the equality between l and n is achieved. In this process, the profit rate and the
desired rate of accumulation tend to fall with the increasing real wage. The
economy may then eventually converge to a long-run steady state, in which
the desired rate of accumulation generates an increase in labor demand that
exactly matches the growth of labor supply.

In this special case, the properties of the model closely resemble those of
a small open economy Solow-type growth model, with price flexibility and
full employment. Both on and off the steady state, the economy is on a full
employment path, and off the steady state, the rate of output growth is equal
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to the growth of the labor force plus the growth of output per worker resulting
from the process of the increasing capital-labor and capital-output ratios.
This last property is worth emphasizing. Just as in the Solow model, the
process of capital deepening determines a growth rate that is higher than
Harrod’s natural rate (n, in this case).

4. The Large Economy Assumption, Thirlwall’s Law
and Thirlwall’s Paradox

Consider now a large economy setting. The world economy is composed of
two countries. For simplicity, I assume an AK technology in both the foreign
and the home country.14 Thus, production levels (YH and YF) are given as:

YH ¼ AHKH and YF ¼ AFKF;

where subscripts H and F refer to the home and foreign country respectively
and AH and AF are given levels of productivity in the two countries. The two
countries specialize in the production of two different tradable goods that
differ in their income elasticities of demand. Foreigners spend a fraction Æ

of their consumption spending on the good produced by the home country
and the rest on the good produced by them. This fraction is given by:

a ¼ ao YeF�1
F P1�uF P ¼ PH=PF (9)

Note that eF = uF = 1 implies constant expenditure shares for the two goods;
eF < 1 implies that demand for the home good is income inelastic; and uF < 1
implies that demand for the home good is price inelastic.

The foreign good is the only investment good in the two countries. In the
home country, residents spend a fraction � of their consumption spending on
the foreign good and the rest on the home good. For simplicity, we assume � =
1. Trade involves then a foreign good, that is used as a consumption and an
investment good in the home country, and a home good that is used as a
consumption good in the foreign country.

These assumptions imply that the value of the home country’s exports
is given by: PHXH = Æ (1�sF) PF YF, where sF is the savings rate in the
foreign country. The value of the foreign country’s exports is determined as:
PFXF = PHYH.

14 The same results that I want to highlight would obtain in a model in which growth is demand
constrained in both countries or in a model in which one country is demand constrained and the
other is supply constrained (as in the North-South models of Taylor, 1981 and 1983, and Dutt,
1990 and 2003, which have a Keynes-Kalecki North and a Lewis South). The model in this section
draws on Dutt (2003).
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Short-run equilibrium

In the short run, capital stocks are given and markets clear through changes
in the terms of trade. Trade equilibrium implies: PH XH = PF XF. Substituting
from the export equations into this equality and solving for the terms of trade
(P = PH/PF), we get:

P ¼ ½a0ð1� sFÞðAFKFÞeF=AHKH�uF (10)

which shows the terms of trade as an increasing function of KF (whose increase
creates excess demand for the home good) and a decreasing function of KH

(whose increase tends to create excess supply for the home good).
The stability of the short-run equilibrium requires that uF > 0. In a more

general formulation the stability condition would be the Marshall-Lerner
condition, which is implicitly fulfilled in our model since the price elasticity
of foreign demand has been assumed equal to 1.

Long-run dynamics of accumulation and the terms of trade

In the long run, capital stocks grow according to the rates of accumulation of
the two countries. Assuming that there is no depreciation of the capital stock,
the rate of accumulation in the foreign country is:

IF=KF¼ sFAF (11)

In the home country, the rate of accumulation is:

IH=KH¼ sHAHP (12)

where sH is the home country savings rate. Notice the difference with the
foreign country rate of accumulation. In eq. (12), the terms of trade affect the
home country rate of accumulation as the purchasing power of its savings
depend on the relative price of the capital good (which is the inverse of the
terms of trade PH/PF). In other words, in the home country savings are given
by: SH = sH AH KH, where SH refers to home country savings in units of the home
good. Since investment spending in the home country is in foreign goods,
home country investment will be an increasing function of the terms of trade
to the extent that an increase in P increases the volume of investment goods
that can be purchased with a given amount of home country savings in units
of the home good: IH = P SH. Combining this equation with the expression for
SH implies eq. (12).

The long-term dynamics of growth and the terms of trade are shown
in Figure 10.5. The horizontal line gF corresponds to eq. (11) and shows gF
independent of the terms of trade. The gH line with positive and constant
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slope corresponds to eq. (12). Taking logarithms in eq. (10) and differentiating
with respect to time gives us the rate of change of the terms of trade:

ðdlnP=dtÞð1=PÞ ¼ ½1=uFÞ½eFgF�gHÞ (13)

which shows that the rate of change of P depends on the gap between eFgF and
gH. In a more general formulation with � different from 1, the change in
P would depend on the difference between eFgF and eHgH, where eH is the
income elasticity of demand of the foreign good.

Suppose now that eF < 1, i.e., the home country specializes in income
inelastic goods while the foreign country specializes in goods that have a
unit and therefore higher income elasticity of demand. The eFgF line is
below the gF line. The two lines, gH and eFgF cross at a long equilibrium with
stationary terms of trade and constant rates of accumulation in the two
countries. To the right of the intersection gH > eFgF and the terms of trade
(P) fall. The reason is that since the income elasticity of demand for the foreign
good is higher than that for the home good, demand for the foreign good is
growing faster. As the terms of trade deteriorate for the home country, its rate
of accumulation falls. This moves gH closer to eFgF until eventually P reaches
a stationary value at P*. The opposite happens to the left of the intersection.
The economies thus converge to a long-run unique and stable equilibrium
with uneven development since, at this point, gH < gF, so that the home
country is growing at a permanently lower rate than the foreign country.

The reason for this uneven development is that in the steady state, Thirl-
wall’s law applies. Since eF is the income elasticity of demand for the home
country’s exports (eX) and eH is the unit income elasticity of demand for
the home country’s imports (eM), gH = (eF/eH) gF implies the familiar expres-
sion for Thirlwall’s law, gH = (eX/eM) gF. The pattern of specialization in

eF gF

P∗ P

gH

gF

gF, gH

Figure 10.5 Long-run dynamics of the terms of trade and capital accumulation
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income inelastic goods condemns the home country to a lower long-run rate
of growth than the foreign country.

The steady state in the model just presented features not only Thirlwall’s
law, it also features what we may call Thirlwall’s paradox: no matter how
much the home country saves and invests, its long-run rate of growth is
determined by the growth rate of the foreign country, and the income elasti-
cities of demand for the foreign and home goods. Indeed, suppose that
starting from a long-run equilibrium, home country residents increase their
savings and investment rate. The gH line becomes steeper. At the initial terms
of trade, we now have gH > eF gF. The terms of trade will then fall over time as
demand for the foreign good grows faster than that for the home good,
reducing again the home country’s capacity for accumulation. Since in this
process eFgF does not change, the new long-run equilibrium will feature lower
terms of trade for the home country and the same rate of accumulation and
growth equal to gH = (eF/eH) gF (see Figure 10.6). The pattern of specialization is
not only an important factor for the growth of the home country; it is the only
factor, together with the foreign country growth rate, that matters for growth
in the long run!

The large economy assumption is crucial to Thirlwall’s paradox which
breaks down without it. This is a major shortcoming of the model that
considerably weakens the ability to understand the constraints conditioning
the growth of developing economies while exaggerating, in my view, the role
of international asymmetries in the explanation of the growth performance of
the typical developing economy. Note that in the extreme alternative case of
exogenous terms of trade, growth is independent of the income elasticity of
demand for a country’s exports and, instead, domestic factors affecting the
rate of capital accumulation become extremely important in the determin-
ation of long-run growth. This is true in both Keynesian open economy

P∗∗ P∗ P

eF gF

gF

gH2

gH1

gF, gH

Figure 10.6 Thirlwall’s paradox
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growth models reviewed in this chapter and in open economy development
theory models discussed in Chapter 9. It is also worth noting that the
small economy assumption does not imply that the pattern of specialization
is unimportant, as we have seen in detail in Chapter 9. The pattern of special-
ization is important but this is due to the production conditions of different
goods rather than to their demand conditions.15

Thirlwall’s law has led to an interpretation of differences in growth rates
among countries as a result of the distinctive foreign demand characteristics
of the goods produced and emphasizing thus differences in the patterns of
trade specialization and the role of the balance of payments constraint (see, in
particular, Thirlwall, 1979; Thirlwall and Hussain, 1982). The empirical evi-
dence provided by a large literature on the subject is flawed, however, with
major shortcomings. The typical empirical test of Thirlwall’s law is really a test
of the proposition that over the long run the balance of trade cannot be on
unsustainable paths. If the large economy assumption does not hold, the test
is only providing evidence that in the long-run exports and imports grow at
similar rates.16 It does not test the theoretical model behind Thirlwall’s law
which assumes an export function in which the growth of exports is demand
determined by the income elasticity of export demand and the growth of
the rest of the world. It is ironic that proponents of Thirlwall’s law typically
assume that the terms of trade are exogenous and constant, while our discus-
sion suggests that, in fact, the validity of the law (for the large country case in
which it can hold) depends on the possibility of an endogenous adjustment in
the terms of trade. In other words, the empirical literature on Thirlwall’s law
does not test what we may call Thirlwall’s hypothesis, i.e., that differences
across countries in growth rates are explained by differences in the pattern
of trade specialization and nothing else. I think that a proper empirical test of
this hypothesis would fail. The source of this failure is a fallacy of composition
in reverse. What may be true for a large group of economies, all attempting to
specialize in the export of the same income-inelastic goods, need not be true
for individual economies taken in isolation. In other words, trying to explain
cross country differences in growth rates using Thirlwall’s law is like applying
a North-South model to explain individual country growth experiences.

15 In a small economy setting, domestic supply and demand conditions, rather than foreign
demand conditions, become crucial in the determination of the level of a country’s exports. In
fact, in this setting there is not a demand for a country’s exports (and therefore an income elasticity
of demand for a country’s exports), say a demand for Mexican cars. What there is, rather, is a
demand for cars in a market in which Mexican car producers compete.

16 In fact, the large economy assumption is necessary but not sufficient. Consider the foreign
country in the model above. It is a large economy and in long-run equilibrium we have gF = (eH/eF)
gH. Does Thirlwall’s law apply? The answer is no, for it is clear that gF is not determined by gH and the
income elasticities of demand. The growth rate of the foreign country in the model is essentially
determined by the propensity to save and invest in the foreign country and is independent of the
terms of trade.
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Appendix. Stability of the long-run equilibrium in the
small open economy

This appendix presents a full analysis of the stability of the long-run equilibrium.
For simplicity I assume perfect competition in the domestic market (z = 0 which implies
PD = PX = P, the general price level).

The analysis of long-run adjustments and the resulting equilibrium involves a system
of two differential equations. The first, showing the dynamic behavior of the real wage
(now exactly equal to the inverse of the real exchange rate), is derived from the wage
inflation equation and can be expressed in reduced form in the following equation:

ðW=P̂Þ ¼ FðL=N;W=PÞ F1 > 0; F2 < 0 (A1)

The second equation, showing the dynamic behavior of the employment rate, has the
following reduced form:

ðL=N̂Þ ¼ GðL=N;W=PÞ G1 < 0;G2? (A2)

The sign restrictions on the partial derivatives follow from the analysis in the text. They
imply that the locus of real wage stability, (W/P̂) = 0, is positively sloped, while the locus
of employment stability, (L/N̂) = 0, may be positively or negatively sloped depending
on whether the effect ofW/P on (L/N̂) is positive or negative. The effect of a higherW/P
is to reduce wage inflation, which tends to increase the employment growth rate
(making G2 positive), but a higher W/P reduces ı, the output-capital ratio (as exports
and the volume of output fall), which has a negative effect on the rate of capital
accumulation and the growth of employment (making G2 negative). We have therefore
to distinguish two cases: 1) G2 < 0, yielding a negatively sloped (L/N̂) = 0 locus; 2) G2 > 0,
yielding a positively sloped locus.

Case 1 is depicted in Figure 10.A.1 (a) which reproduces Figure 10.4 in the text. It can
be shown easily that given the sign restrictions of the partial derivatives, the system has

(a) (b)
W/P W/P

(W/P̂) = 0

(L/̂N) = 0

L/N

(W/̂P) = 0

(L//N̂) = 0

L/N

Figure 10.A.1 Long-run dynamic adjustments
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a negative trace and positive determinant. The equilibrium is thus stable and the
economy converges in the long run to the intersection between the two loci.

Case 2 may feature instability if G2 is very large, i.e. if the effect of a real wage fall on
wage inflation is very strong. In this case, as shown in Figure 10.A.1 (b), the slope of the
(L/N̂) = 0 locus is positive and less than the slope of the (W/P̂) = 0 locus and the
intersection is a saddle point. The instability can be explained with the example of a
devaluation starting from an initial long-run equilibrium. The resulting fall in the real
wage triggers a rapid process of wage inflation, so rapid that the positive effect on
employment growth (via higher accumulation) resulting from the higher profitability
is offset by the negative effect on employment growth arising from wage growth (and
capital-labor substitution). The employment rate then falls, moving the economy away
from the initial long-run equilibrium. By contrast, if G2 is positive but relatively small
so that the (L/N̂) = 0 locus is steeper than the (W/P̂) = 0 locus the economy converges to
the long-run equilibrium with a warranted growth rate equal to the natural rate.
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11

Demand-driven Technical Change,
the Real Exchange Rate, and Growth

In the small open economy models discussed in the previous chapter, the
employment rate is demand constrained in the long run and there is no tendency
in the economy to converge to full employment or to a unique natural rate
of unemployment. However, the economy’s growth rate remains supply con-
strained in the long run by an exogenous natural rate. A reason for this is
that we have not yet considered technological change. As mentioned in the
previous chapter, one of the reasons why there is no role for aggregate demand
in mainstream growth theory is that in this theory, technological progress
is either exogenous, as in the neoclassical model, or driven by supply side
factors (such as research and development expenditures) as in the product
variety and Schumpeterian models.

This chapter looks at the interactions between effective demand, technical
change and labor force growth by removing the assumption of an exogenous
natural rate and examining the interdependence between the warranted
and the natural growth rates. To this effect, I drop, one at a time, the assump-
tions of no technical progress, which is replaced by that of endogenous
productivity growth (sections 1 and 2), and exogenous labor force growth
which is replaced by an endogenous labor force growth function (section 3).
A key implication of these extensions is that macroeconomic policies affecting
aggregate demand have not only long-run level effects on output and employ-
ment but can also have growth effects. A final section reviews the recent
empirical evidence on the level and growth effects of aggregate demand and
the role of macroeconomic policies in the explanation of cross-country
growth differences.



1. Effective Demand and Endogenous
Technical Change: a Kaldor-Robinson Model

We shall now consider changes in productivity (A). As we did in the previous
chapter, we begin with the analysis of the medium term, endogeneizing
productivity growth in a simple way, i.e., assuming that Verdoorn law, as
interpreted by Kaldor (1966), prevails as a result of the presence of economy-
wide increasing returns to scale. I then turn to a more general formulation and
discuss the long-term dynamics of the extended model.

Medium-term interactions between output and productivity growth1

Suppose then that productivity (A) changes over time. Note that these
changes will now affect labor demand, the output-capital ratio and the rate
of profit, all of which are increasing functions of A, as well as the capital-
labor ratio which is a decreasing function of A (see Chapter 10, section 1).
Rather than assuming exogenous changes in A as in the standard neoclassical
model, suppose that the rate at which productivity increases is an increasing
function of the rate of accumulation (assuming for example a production
function augmented by technological externalities as in Chapter 6) and that
pari passu with productivity, nominal and real wages increase at the same rate
as productivity leaving the profit rate and the capital-output ratio constant
over time. The only change with respect to the model of the previous chapter
is that now the economy converges to a warranted growth pathwhich features
productivity growth and real wages growing at a constant rate which is a
function of the rate of accumulation and output growth.

The representation of this model in (r, g) space is exactly the same as in
Chapter 10 (see Figure 10.1). An increase in a demand parameter such as the
propensity to invest will shift the g (re) line to the right in Figure 10.1 moving
the economy to a new warranted growth path with a higher rate of capital
accumulation and higher rates of growth of productivity and real wages.
However, unlike the assumption made about the behavior of real wages, the
rate at which nominal and real wages will grow over time will depend in fact
on conditions in the labor market which we have omitted so far in the
analysis. We have thus to turn to a more general formulation in order to
look at the longer-term dynamics of the economy.

1 I am grateful to José Antonio Ocampo for conversations on this subject.
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Long-run dynamics: A Kaldor-Robinson technical progress function

Wenowmodify themodel of Chapter 10 in two directions. First, we consider a
productivity growth function (or “technical progress function” in Kaldor’s
terminology) which is based on the contributions of Nicholas Kaldor and
Joan Robinson to the theory of economic growth. In Kaldor’s view (1957)
productivity increases are endogenous to the process of capital accumulation
per worker as a result of increasing returns to scale. Kaldor (I972) indicates
three sources of increasing returns. The first are the economies of scale due
to the three-dimensional nature of space.2 The other two sources refer to
two aspects of specialization: the substitution of direct for indirect labor
(that is an increase in the capital/labor ratio), and learning by doing. These
are directly taken from the arguments of Allyn Young and depend on the
process of division of labor (see Chapter 5).3

For Joan Robinson, productivity growth is influenced by labor and goods
market conditions. In particular, firms speed up the diffusion of new tech-
nologies in response to shortages in the labor market by adopting new tech-
nologies which reduce labor costs. For example, Robinson (1956, p. 96) argues
that “[e]ven more important than speeding up discoveries is the speeding up
of the rate at which innovations are diffused. When entrepreneurs find them-
selves in a situation where potential markets are expanding but labour hard to
find, they have every motive to increase productivity”.4

We put together these ideas by assuming the following productivity growth
function:

gA ¼ �ðg� lÞ þ �ðl� nÞ ð1Þ

which makes the rate of productivity growth ( (gA) a function of the rate of
growth of the capital labor ratio (g – l, a la Kaldor) and the excess of employ-
ment growth over the growth of the labor force (l – n, a la Robinson).

In Kaldor and Robinson views, technical change has a strong element of
irreversibility. That is what Kaldor meant by “dynamic” in the expression
“dynamic economies of scale” (see Kaldor 1966, p. 106; and Kaldor 1972,
p. 1253). If this is the case, in eq. (1) � (g – l) = 0 if g < l, and � (l – n) = 0 if l <
n. We shall consider also the case of reversible productivity changes in which
eq. (1) holds without restrictions.

2 In this respect, Kaldor gives the example of a pipeline: when a stretch (of unitary length) of a
pipeline is constructed, the increase in output (the liquid transported) is greater than the increase
in inputs (the materials used up to build the cylinder). This example was meant to represent
different types of plant-level economies of scale which directly follow from an increase in
production.

3 For contributions formalizing Kaldor’s view of endogenous technical progress, see Ocampo
and Taylor (1998), Rada (2007), and Ocampo, Rada, and Taylor (2009, ch. 8).

4 For a formalization of Robinson’s views, see Dutt (2006) and Dutt and Ros (2007).

Demand-driven Technical Change, the Real Exchange Rate, and Growth

248



A second change is that we modify the wage inflation equation as follows.
We assume as before that the target real wage is determined by labor market
conditions (the employment rate, L/N). But, in order to simplify the analysis
and clarify the processes of adjustment, I assume that nominal wages increase
beyond the rate of domestic inflation only when the target wage is above
the actual real consumption wage. Otherwise, i.e., if the real consumption
wage is above the target real wage, nominal wages grow exactly at the rate of
price inflation (and not below it). The target real wage is then really a thresh-
old which triggers wage inflation (above price inflation) only when the
actual wage falls below it (for a similar specification, see Basu’s formalization
of Kalecki’s model of inflation in Basu, 1997, and Chapter 12). Eq. (7) in
Chapter 10 is thus replaced by:

w ¼ pþ lðø�w=PDÞ ø ¼ øðL=NÞ;ø0
>0 forø>w=PD

w ¼ p forø � w=PD
ð2Þ

I illustrate the properties of the model with the analysis of the effects of
devaluation. Note first that in the absence of endogenous productivity
changes a devaluation can only have short-term effects on employment and
output. Consider the model of the previous chapter. In Figure 10.4 (repro-
duced below as Figure 11.1), an increase in PX moves the economy to a point
below the initial long-run equilibrium and into the region of increasing
employment and rising wages (point A). The gains in employment are, how-
ever, short term and reversible since they are eventually offset by higher wages
that make the economy converge, through oscillations, to the initial long-
term equilibrium (at point E).

W/PD

1 = n

A

E

w = p

L/N

Figure 11.1 Long-term dynamic adjustments
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Consider now, under the present assumptions, the effects of a devaluation
starting from an initial long-term equilibrium at point 1 in Figures 11.2
and 11.3. Suppose that the initial employment rate is so low that the real
wage is above the threshold wage so that nominal wages are constant (since
with the given nominal exchange rate, domestic inflation is nil). Thus, the
economy is on a warranted path that is also a long-term equilibrium with g = l
and l = n. K/L and L/N are thus also constant. Since then gA = 0, at this
equilibrium the level of productivity is also constant.

Now suppose now that PX increases as a result of a devaluation. The real
wage falls and the r (g) line shifts upwards. The profit rate and the rate of
accumulation increase towards a new warranted path at point 2’. Since the
rate of accumulation increases, employment growth increases above the
growth of the labor force. The employment rate increases but the capital
labor ratio falls (as a result of the positive employment effect of the fall in
the product wage). Suppose that initially nominal wages do not change
because although the real consumption wage falls as a consequence of devalu-
ation it remains above the threshold wage given the initially very low employ-
ment rate (this will be true, of course, provided that the devaluation is not so
large as to reduce the real wage below the threshold). In the new warranted
path, the employment rate is increasing and through its effect on productivity
the r (g) line will keep on shifting up towards a still higher warranted growth
rate.5 There will come a point, at a sufficiently high employment rate, in
which the threshold wage will become higher than the real consumption
wage. At this point, nominal and real wages start increasing, bringing about
a fall in the rates of profit and capital accumulation. Employment growth

2

1

r (g)

g (re)

g (re)

r, re

g∗ g

Figure 11.2 Short- and long-term effects of a real devaluation

5 In the case of reversible technical changes, this requires that the initial fall in the capital-labor
ratio does not offset the positive effects on productivity of the increasing employment rate.
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therefore falls as a result of both the fall in the rate of capital accumulation and
the positive growth of wages. This process brings employment growth back
into equality with the growth of the labor force. At the point when l is again
equal to n, the employment rate stops increasing. However, at this higher
employment rate, nominal wages may (or may not) continue to grow. There
are several possibilities.

Suppose that wages continue to grow because at the employment rate
considered the target wage is above the real wage. As wages increase, employ-
ment growth falls below the growth of the labor force causing the employ-
ment rate to fall. The target wage thus falls until wage growth is again zero. If
at this point the rates of capital accumulation and employment growth are
lower than the rate of labor force growth, the employment rate continues to
fall. With reversible productivity changes, productivity falls and it is conceiv-
able that the resulting fall in the profit rate brings the economy back to
point E. In terms of the diagram in (L/N, W/PD) space, the shifts in the
schedule of employment stability that took place are completely reversed
and the economy goes back to the initial long-run equilibrium, just as in the
case with no technical progress.

Another possibility is that when wage growth falls back to zero, the employ-
ment rate stabilizes at a higher level than the initial one. In this case, the
economy will converge to a long-run equilibrium which features the same
rates of profit and capital accumulation than the initial equilibrium (the
economy goes back to point 1 in Figure 11.2) but at higher levels of product-
ivity, the capital-labor ratio and the employment rate, all of which increased
during the process of adjustment described. In terms of Figure 11.3, the higher
level of productivity shifts the schedule of employment stability to the right
and the economy converges to a new long-run equilibrium at point 1’ with a
higher employment rate and a higher real wage (since productivity and the

W/PD

w = p

1 = n

L/N

1�

1

Figure 11.3 Long-term dynamic adjustment with irreversible productivity changes
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capital-labor ratio are higher than their initial values, it is easily verified from
the labor demand function that the product wage, W/PX, and thus real con-
sumption wages are higher). So, even with reversible productivity changes it is
possible for the devaluation to have positive long-term effects on real wages
and the employment rate. In this case, what prevents the return to the initial
long-term equilibrium at point 1 is the fact that nominal wages do not fall
once the threshold wage is brought back below the actual wage and therefore
the capital-labor ratio (and the level of productivity) do not continue to fall.

With irreversible productivity changes, the technical changes and new
technologies introduced as a result of the increase in the employment rate
following the devaluation and the increase in the rates of profit and capital
accumulation will unambiguously shift the schedule of employment stability
to the right as a result of the increase in the level of productivity during the
adjustment process. This leads the economy to a new long-run equilibrium
at 1’ in Figure 11.3 with a higher employment rate and higher real wages.
In Figure 11.2, in (r, g) space, the r (g) line shifts back to its initial position as a
result of the increase in real wages.

What if the target wage is an increasing function of the level of productiv-
ity? Suppose eq. (10) is replaced by:

w ¼ pþ lðø�w=PDÞ ø ¼ øðL=N;AÞ;ø1;ø2 >0, forø>w=PD

w ¼ p forø � w=PD
ð2’Þ

A real devaluation can now have a long-term growth effect. In this case, wages
do not stabilize as the employment rate falls and reduces the target wage.
Rather, it is possible that the negative effect of wage growth on employment
growth is compensated by a higher rate of capital accumulation resulting from
the higher profit rate. At the same time, the negative effect of wage increases
on the profit rate is compensated by the positive effect on productivity
growth of the rate of accumulation being higher than employment growth
(precisely because wage growth is positive). The economy then converges to a
new long-term equilibrium with a rate of capital accumulation higher than
the growth of employment and a positive rate of growth of wages. It is a long-
term equilibrium which, compared to the initial one, features a higher rate of
accumulation and faster growth of real wages, faster productivity growth and a
constant employment rate. Unlike what happens in the previous cases, as
productivity increases over time the target wage keeps on increasing, continu-
ally disturbing the equality with actual wages and causing the latter to
grow over time. In (L/N, W/PD) space, the shifts to the right of the schedule
of employment stability are accompanied by upward shifts of the schedule of
wage stability which keep the employment rate constant and real wages
increasing. In (r, g) space, the economy converges to a warranted path in
which the rate of capital accumulation is higher than the rate of growth of
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the labor force and output per worker is continually increasing as a result of
productivity growth equal to gA = � (g – l). Thus, on the long-run equilibrium
path the economy no longer grows at the rate of growth of the labor force.
The steady state output growth rate is no longer exogenous; it is equal to (� + a)
g + (1 – a – �) n and that of output per worker is (� + a) (g – n), where g is the
equilibrium rate of accumulation, constrained by the propensity to invest and
domestic demand parameters.

How does the endogenous natural rate adjust upwards in the face of an
increase in the warranted rate? The diagram in Figure 11.4 clarifies this ques-
tion. Consider an initial long-run equilibrium with a warranted growth rate
(gW1) equal to the natural growth rate (gN1 = gA1 + n) given at the intersection
of the gW1 line and the 45-degree line in the upper half of Figure 11.4. This
natural growth rate is equal to the exogenous growth of the labor force (n) plus
the endogenous rate of growth of labor productivity (gA1), residually deter-
mined by the warranted growth rate and the rate of growth of the labor force
(gA1 = gN1 – n).

Consider now an increase in the warranted rate as determined by a higher
propensity to invest (ł). The warranted rate increases from gW1 to gW2. This
triggers a process of faster employment growth, real wage increases followed
by an acceleration of productivity growth from gA1 to gA2 and a slowdown of
employment growth back to equality with the exogenously given rate of
growth of the labor force (n). In the new long-run equilibrium the economy
is growing at a faster natural growth rate equal to n plus the higher rate
of productivity growth (gA2).

gN1 gN2 gN

gA

gA2

gA1

gW1

gW2

gW

n

Figure 11.4 The adjustment of the natural to the warranted growth rate
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2. A Comparison with Endogenous Growth Models
and Classical Development Theory

When technical progress is endogenous, capital accumulation in our Kaldor-
Robinson model becomes the engine of long-run growth. There is here a close
affinity with classical development theory as well as with endogenous growth
models which emphasize the role of capital accumulation (such as Romer,
1986, and the AK model) and a key difference with neoclassical models in
which long-run growth is driven by an exogenous natural rate.

Just as in endogenous growth models such as the AK model (see Chapter 2),
the natural rate is no longer independent of thewarranted rate: an increase in the
rate of capital accumulation brings about a higher rate of endogenous productiv-
ity growth. In the AK model, given that returns to capital are constant, this
increases the natural rate by exactly the extent necessary to keep it constant at
a higher level of growth, equal to the new value of thewarranted rate. Something
somewhat similar happens in the Kaldor-Robinson model, as discussed in the
previous section. In fact, as pointed out in Chapter 2, Kaldor anticipated the
endogeneity of the natural rate when he introduced the technical progress
function into the neo-Keynesian model of growth and distribution.

The process by which the productivity growth rate adjusts upwards as
a result of faster capital accumulation is, however, different in the Kaldor-
Robinson model than in endogenous growth models. In the AK model, the
upward adjustment of the productivity growth rate simply results from
the assumption of constant returns to capital. In the Schumpeterian model
with capital accumulation of Chapter 5 an increase in the savings/investment
rate raises the rate of growth of capital per effective labor bringing down the
rental rate of capital (the intermediate good) which raises profits and invest-
ment in research and development and, as a result, the rate of technological
progress. In the Kaldor-Robinsonmodel, a higher propensity to invest and the
resulting increase in the rate of capital accumulation raise the rate of expan-
sion of employment beyond the rate of growth of the labor force “speeding up
of the rate at which innovations are diffused” (Robinson) while at the same
time increasing real wages and bringing, as a result of wage increase, employ-
ment expansion in the steady state in line with the growth of the labor force.

At the same time, the effects of domestic demand parameters on long-run
growth are very different in models where Say’s law applies and in the present
Keynesian framework. This can be illustrated with the role of the propensity to
save. A higher propensity to save has an unambiguously positive effect on
growth in endogenous growth and classical development theorymodels (even
though this effect is diluted when we consider international capital mobility
in development theory models as we have seen in Chapter 7). By contrast, the
models in this and the previous chapter feature a long-run paradox of thrift.
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An increase in the propensity to save in the model without technical progress,
reduces the steady state values of the employment rate and the real wage.
With endogenous and irreversible technical progress, an increase in the pro-
pensity to save can even reduce the long-run growth rate through its negative
effect on the warranted growth rate. The distinctive role of demand means
that productivity growth is endogenous in a different sense in Keynesian
and in endogenous growth or development theory models. In the Kaldor-
Robinsonmodel, a faster growth of effective demandwill have a positive effect
on long-run productivity growth. This, of course, is not the case in endogen-
ous growth or development theory models. Productivity growth is there
endogenous but endogenous only to a rate of capital accumulation which is
unaffected by effective demand.

This difference in the role of domestic demand parameters results, of course,
from the absence of an automatic tendency to full employment in Keynesian
models. The absence of this tendency implies that the long-run performance
of the economy will depend on the extent to which, to use Swan’s expression,
“the authorities have read the General Theory” (Swan, 1960, p. 205, in Sen,
1970). In other words, macroeconomic policies now matter in the determin-
ation of the long-run growth rate of the economy in a way that they do not in
previousmodels. There is therefore an important role for differences inmacro-
economic policies in the explanation of cross country differences in growth.
We shall return to this subject in section 4.

3. Endogenous Labor Force Growth

Suppose now that the rate of growth of the labor force responds, through
immigration or emigration, to changes in the growth of labor demand.
Assume, for example, that n = n0 + � l, i.e., the growth of the labor force is
given by an autonomous component (no) and responds to the growth of labor
demand through the positive parameter �. How does this modify the model?

Consider an initial long-run equilibrium at point 1 in Figure 11.5 with g1 =
l1 = n1 and w = p = 0. For simplicity, assume no productivity growth. Starting
from such steady state, consider the effects of an increase in the propensity to
invest. The g (re) line in Figure 11.5 shifts to the right, moving the economy to
a newmedium-term equilibrium at point 2 with a higher rate of accumulation
(g2) and a higher rate of profit (r2). This newmedium-term equilibrium cannot
be of course a full long-run steady state. Employment growth at point 2 (l2) is
now greater than n1 so that the employment rate is rising, putting upward
pressure on nominal and real wages and leading to a downward shift in the
r (g) line that reduces the rate of accumulation. However, the adjustment to
the initial positionwill be incomplete if, as a result of the faster growth of labor
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demand, the growth rate of the labor force adjusts upwards. In this case, the
new long-run equilibrium at point 3 will feature a higher rate of accumulation
than at point 1. It will also feature a higher employment rate because in the
process of adjustment employment grew at a faster rate than the labor force.
Using the labor force growth function, the output growth rate in long-run
equilibrium is again endogenous and equal to a g + (1 – a) n0/(1 – �), where g is
the equilibrium rate of accumulation, constrained by the propensity to invest
and domestic demand parameters.

Consider the adjustment between the warranted and the natural growth
rates in Figure 11.6. To compare with the previous model, suppose that prod-
uctivity growth is also endogenous a la Kaldor-Robinson. Just as in the case of
an exogenous rate of labor force growth, the warranted growth rate increases
as a result of a higher propensity to invest raising the warranted growth rate
from gW1 to gW2. The natural growth rate increases by the same extent.
However, the upward adjustment of the productivity growth rate will be less
now than in the previous case given that part of the adjustment to the higher
warranted rate takes place through an upward adjustment in the rate of
growth of the labor force. Indeed, as a result of the higher propensity to invest
and rate of capital accumulation, the line relating the natural rate and the rate
of productivity growth (gN = no + �g + gA (1 – �)) shifts outwards and moder-
ates the increase in the productivity growth rate from gA1 to gA2.

4. Policy Implications and Empirical Evidence

As argued in this and the previous chapter, the absence of an automatic
tendency to full employment in Keynesian models opens the door for macro-
economic policies to have an important role in the long-run levels of the

2

3

r (g)

g (re)r

g

1

Figure 11.5 Effects of a higher propensity to invest when labor force growth is
endogenous
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employment rate and even the growth rate of employment and output.
Macroeconomic policies now matter in the determination of the long-run
growth rate of the economy in a way that they do not in previous models.
There is therefore an important role formacroeconomic policies in the explan-
ation of cross country differences in growth. This final section briefly reviews
recent developments in growth empirics that increasingly recognize the role
of demand in long-term growth.

First, some recent papers emphasize the role of countercyclical fiscal pol-
icies, particularly public investment policies, in raising the long-run growth
rate of the economy (see, for example, Aghion and Howitt, 2006). Related
results can be found in a recent literature on the medium-term output dynam-
ics following recessions caused by financial crises (see Boyd, Kwak, and Smith,
2005; Cerra and Saxena, 2008; IMF, 2009). The main “stylized facts” high-
lighted by this literature can be summarized as follows (IMF, 2009): (1) Output
losses tend to be permanent following recessions triggered by banking crises,
with no rebound of real output on average to the pre-crisis trend over the
medium term;6 (2) The economy tends to recover the pre-crisis medium-term
growth rate in most (although not all) cases; (3) The lower output path results
from permanent reductions, relative to trend, in the employment rate, the
capital-labor ratio, and total factor productivity (in approximately equal

gN1 gN2 gNno+ σgK

gA

gA2

gA1

gW1

gW2

gW

Figure 11.6 The adjustment between the natural and the warranted growth rate when
labor force growth is endogenous

6 A study of 88 banking crises from 1970 to 2002 finds that seven years after the crisis, output
was nearly 10 percent below trend on average (IMF, 2009).
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proportions); (4) The loss of output is especially persistent following large
shocks, as suggested by the fact that the loss of short-term output is a good
predictor of the medium-term outcome; (5) Economies that apply counter-
cyclical fiscal and monetary policies in the short run have smaller output
losses over the medium term.

There is also considerable empirical evidence on the role of differences in
exchange rate policies in the explanation of cross-country growth differences.
Indeed, the growth effects of real exchange rate policy have been receiving a
great deal of attention in recent times after the extraordinarily high growth
rates achieved by countries that have deliberately undervalued their real
exchange rates (this is the case of China and, in the Latin American context
and to a lesser extent, of Argentina) and the slow growth rates experienced by
a large number of countries with overvalued exchange rates. This relationship
has been the object of a large and increasing number of empirical studies.
A recent survey of the large number of empirical studies on the subject
(Rapetti, 2012) confirms the significant impact that the real exchange rate
has on growth, especially in developing countries, through both undervalu-
ation stimulating growth and especially overvaluation hurting it. This is
true both in the current globalization period as well as in previous historical
periods and applies to different measures of the real exchange rate (PPP- based
and fundamentals-based misalignment indexes). Among a number of sug-
gested mechanisms through which the real exchange rate influences growth,
the survey concludes that the evidence favors the role of the profitability
effects of the real exchange rate on capital accumulation in tradable goods
sectors operating under increasing returns to scale (see Ros and Skott, 1998;
Frenkel and Ros, 2006; Rodrik, 2008). This profitability or “development
channel” is precisely the mechanism emphasized in our Kaldor-Robinson
model of section 1.

León-Ledesma and Thirlwall (2002), for a group of OECD countries, and
Libanio (2009), for a group of Latin American countries, provide further
evidence on the role of aggregate demand in the growth process. These
authors tested the hypothesis that the natural rate of growth is endogenously
affected by the actual growth rate. They define the natural growth rate as
that rate of output growth which keeps the unemployment rate constant,
i.e. the natural rate is the solution to Okun’s equation relating the change
in unemployment (˜%U) to the GDP growth rate (g), ˜%U = a – b g, setting
the change in unemployment equal to zero. The main finding is that
the natural rate, given by a/b, is not independent from the actual output
growth rate. When the actual growth rate slows down, for example, the
natural growth rate also falls, thus suggesting that the natural rate is sensitive
to both supply and demand side influences.
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12

Kaleckí’s Dual Economy and Structuralist
Growth Models

This chapter is devoted to an analysis of effective demand failures that are
different from the typically Keynesian situations for which monetary and/or
fiscal policies are an effective remedy. I shall address, that is, situations in
which macroeconomic policies face limits that arise from a diversity of struc-
tural rigidities so that even if, in Swan’s words, “the authorities have read the
General Theory” they may not be able to remove demand constraints on
employment and growth. Kalecki’s writing on developing economies refers
to such situations and provides the basic analytical framework.

The chapter is organized as follows. Section 1 discusses Kalecki’s dual econ-
omy model which emphasizes the rigidity of food supply as a constraint on
effective demand so that unemployment and excess capacity in a demand-
constrainedmanufacturing sector cannot be removed due to the inelasticity of
supply in the food producing sector. Section 2 introduces changes in nominal
wages in Kalecki’s model and illustrates how a “wage-goods constraint” can
give rise to a structural type of inflation. It also reviews, using this framework,
the structuralist-monetarist controversy on inflation. Sections 3 and 4 address
how analogous structural rigidities underlie open economy two-gapmodels as
well as inflation models in the structuralist tradition, contributions that are
presented and discussed as open economy extensions of Kalecki’s two-sector
model.

1. Domestic Constraints: Kalecki’s Dual Economy Model

Kalecki’s view of the economic problems of developing countries is idiosyn-
cratic. On one hand, his vision is close to that of classical development theory.
Indeed, Kalecki characterizes underdevelopment in a way similar to Lewis or



Nurkse, emphasizing that in underdeveloped countries the capital stock is too
small to employ the whole of the labor force:

The crucial problem of the underdeveloped economy is different from that of the
developed countries . . . as contrasted with developed economies [in the former
the capital equipment] is not capable of absorbing all available labour, as a result of
which the standard of living is very low. (Kalecki (1966 [1993]: 16)

At the same time, unlike Lewis or Nurkse who deliberately and explicitly
assumed away effective demand problems, Kalecki was a theoretician of
effective demand and recognized that developing economies may confront
demand constraints. He recognized, however, that these problems in develop-
ing countries were different from those of developed economies and that
effective demand could be subject to structural constraints that Keynesian
aggregate demand management could not effectively remove.

The model

In its simplest version, Kalecki’s model of the macroeconomy of less developed
countries consists of a “supply-constrained” agricultural sector with flexible
prices, a “demand-constrained” manufacturing sector operating under imper-
fect competition, and a labor market with fixed nominal wages.1 The model
generates a short-run equilibrium with open unemployment. As we shall see,
the nature of unemployment is neither Keynesian—since, under some cir-
cumstances, it is not affected by changes in aggregate demand—nor classical,
in the sense that it is not associated with a downward rigidity of real wages.

Let the two sectors be indicated by A and M. In the first, food output (A) is
produced with labor (LA) and a fixed amount of land (T): A = A (LA, T), with A1,
A2 � 0. This sector operates under atomistic competition. With price taking
behavior, profit maximization yields the following labor demand and output
supply functions:2

Ld
A ¼ LAðWA=PA;TÞ LA1 � 0;LA2 >0 ð1Þ

As ¼ AsðWA=PA;TÞ As
1 � 0;As

2 >0 ð2Þ
where PA and WA are respectively the price and nominal wage in sector A.

Sector M produces a variety of manufacturing goods (Mi) with one producer
for each good. Production of these manufactures turns one unit of labor into k
units of output up to the full capacity level of output (Mi*). Production

1 See, in particular, Kalecki (1954), reprinted in Kalecki (1976).
2 Kalecki’s model is often presented with output in the agricultural sector being fixed so that the

price elasticity of supply is assumed to be zero (see Taylor, 1983 and 1991; Basu, 1984). We prefer to
allow for a positive elasticity of food supply and then explore the implications of this elasticity
having a higher or lower value.
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conditions are thus: Mi = k Li, for Mi < Mi*, andM = [
P

(1/n) Mj
�]1/�, with 0 < �

< 1, where M, as in the intermediate goods sectors of Chapter 8, represents the
output of a fixed set of n manufacturing goods. The wage in manufacturing
(WM) is equal to the agricultural wage plus a wage premium (ƒ - 1), so that
relative wages are given by WM/WA = ƒ.

In the goods market, manufacturing firms operate under conditions of
monopolistic competition, each producer facing identical downward sloping
demand curves. Profit maximization here implies that, at a symmetric equilib-
rium with pi = pj and Mi = M, pricing decisions follow a markup rule and
production is adjusted according to demand:

PM ¼ ð1þ zÞWM=k 1þ z ¼ �=ð�� 1Þ ð3Þ
M ¼ CM þ I ð4Þ

where PM is the price of a bundle of manufactures yieldingM = 1, z is themark-
up, and � is the price elasticity of demand facing individual producers. CM and
I are the consumption and investment demands for manufactures. In the
labor market, firms take wages (WM) as given and the nominal wage is
assumed to remain constant for the time being. It follows that pricing deci-
sions in sector M determine the product wage, WM/PM. Then, given relative
wages, the agricultural wage in terms of food varies inversely with the agricul-
tural terms of trade (PA/PM).

On the demand side, we treat investment as given and assume, for simpli-
city, that all profits are saved and all wage income is spent on food or manu-
facturing consumption goods. We also adopt Jorgenson’s assumption (1961)
of a critical level of food consumption per worker (cA*), below which all wage
income is spent on food and beyond which all additional income is fully spent
on manufactures. We limit the analysis to a situation in which agricultural
wages are less than the critical level of food consumption (cA*). These assump-
tions imply that consumption of food (CA) and manufactures (CM) are such
that:

PACA ¼ WALA þ PAcA*LM ð5Þ

PMCM ¼ ðWM � PAcA*ÞLM ð6Þ
where LM is employment in sector M.

We use a diagram from Basu (1984; for a similar formulation, see Taylor,
1983) to illustrate the short-run equilibrium of the model (see Figure 12.1).
Equilibrium in the food market implies A = CA. Let AS denote the agricultural
surplus (food supply minus food consumption by agricultural workers). Using
(1), (2), and (5), we express the market equilibrium condition as the equality
between the agricultural surplus and the demand for food by industrial
workers:
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ASðS;pÞ ¼ cA*LM ð7Þ
ASðS;pÞ ¼ AsðWA=PA;TÞ � ðWA=PAÞLAðWA=PA;TÞ

where p = PA/PM, and S is a position parameter that depends on land supply,
technology parameters, the product wage in manufacturing and the wage
premium.3 The agricultural surplus is an increasing function of the agricul-
tural terms of trade (p). Higher terms of trade reduce the product wage in
agriculture. This raises agricultural employment and the agricultural surplus.

Eq. (7) defines a schedule of food market equilibrium in (p, LM) space. This
locus (AA in Figure 12.1, shown as a line for simplicity) slopes upwards:
a higher level of employment in manufacturing raises food demand by indus-
trial workers, which requires an increase in the terms of trade in order to
generate the agricultural surplus necessary to clear the food market. The
slope of the locus depends critically on the elasticity of food supply:4 the
lower this elasticity, the steeper the locus is. The special case of a fully inelastic
food supply can be represented by a vertical locus.

Substituting from (6) into (4), and choosing units so that M = LM, yields the
following equation of a schedule of M sector equilibria:

LM ¼ I=ðcA*pþ 1�WM=PMÞ for M<M* ð8Þ
Eq. (8) shows employment in manufacturing as determined by the level of
investment, times a multiplier that depends on the terms of trade and the
critical level of food consumption. The equation defines a schedule (MM in

p

AA

MM

LM

Figure 12.1 Kalecki’s dual economy model

3 In the Cobb-Douglas case, for example, AS = p(1–b)/b S and S = [(PM/WM)ƒ (1–b)](1–b)/b b T, where
(1–b) is the labor share in output.

4 In a more general formulation, it can be shown that the slope also depends on the elasticity of
food demand.
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Figure 12.1), which shows the effect of the terms of trade on industrial
employment. The schedule slopes downwards: an increase in food prices
causes a fall in workers’ real incomes and consumption which, given the
inelasticity of food demand, spills over to the manufacturing goods market
as their consumption of manufactures declines. The lower consumption of
manufactures per industrial worker reduces themultiplier and thus the level of
production and employment in the M sector.5

Unemployment, effective demand, and the elasticity of food supply

The short-run equilibrium of the model is independent of money wages. This
is readily verified from eqs (7) and (8). It is also consistent with open
unemployment: there is no reason, given the level of investment, why the
whole of the labor force would be fully employed. What kind of unemploy-
ment have we encountered? Can it be removed through effective demand
measures such as, in particular, an increase in investment?

The answer to these questions depends on the slope of the AA schedule,
which in the present setting is given by the elasticity of food supply. Consider,
first, the case of a vertical AA schedule, i.e., there is a unique level of employ-
ment in sector M consistent with equilibrium in the food market. The supply
of labor to the industrial sector (LM

s = L – LA, where L is the total labor force)
will in this case also be vertical, since agricultural labor demand is inelastic as
well. Figure 12.2 shows this configuration.

What happens if effective demand for manufactures increases as a result of a
higher level of investment? Since industrial employment is demand-deter-
mined and there is unemployment and excess capacity in manufacturing, it
appears that the higher level of investment should lead to an increase in
industrial employment (see eq. 8). Yet, as illustrated by Figure 12.2, the higher
level of investment only raises the agricultural terms of trade, without
affecting industrial employment. The outward shift of the MM schedule—
despite the fact that it implies a higher demand for manufactures at the
initial terms of trade—leaves industrial employment and unemployment
unchanged.

5 If agricultural workers had a positive consumption of manufactures, the higher terms of trade,
by increasing employment in agriculture, would tend to increase demand for manufactures by
agricultural workers. This effect would tend to offset the decline in employment in manufacturing
arising from the lower consumption of manufactures by industrial workers. It would make the
schedule flatter, or even positively sloped, depending on the elasticity of food supply (and thus of
agricultural labor demand) to changes in the terms of trade. More generally, the slope of the MM
schedule will also depend on the price and income elasticities of food demand. The more elastic
food demand is, the smaller the decline in the consumption of manufactures, since part of the
decline in real wages will now fall upon food demand.
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The reason why the demand for manufactures ends up being the same in
both the initial and the final equilibrium is that the increase in effective
demand, due to the higher level of investment, is fully offset by the fall in
workers consumption of manufactures, resulting from the higher agricultural
terms of trade. In fact, the terms of trade increase exactly by the extent
necessary to bring effective demand back to its initial level. The result is that
effective demand measures cannot cure unemployment and under-utilization
of industrial capacity. As stated by Kalecki:

The rise in investment may create a strong pressure on the available supplies of
food, while at the same time it is possible to increase the production of industrial
consumption goods in line with demand. It may be shown that in some instances
the rigidity of food supply may lead to the under utilization of productive facilities
in nonfood consumption goods. (Kalecki, 1976, p. 47)

Manufacturing employment is demand-determined, but effective demand is
constrained by the availability of food supplies. Given the inelasticity of food
supply, employment in manufacturing is fully determined by the position of
the AA schedule.6

p LMS

MM

LM

MM�

AA

Figure 12.2 The model with an inelastic food supply

6 Kalecki (1976, p. 47) goes on to state that “two factors will be involved here: a) the inelastic
supply of food leading to a fall in real wages b) the benefit of food price increases accruing not to
small proprietors, but to capitalists”. He explains the role of this second factor as follows: “if the
benefits of higher food prices accrue to landlords, merchants or money lenders, then the reduction
in real wages due to the increase in food prices will not have as a counterpart an increased demand
for mass consumption goods on the part of the country side; for increased profits will not be spent
at all, or will be spent on luxuries”. Does this mean that the result depends on the assumption that
profits are not spent on M goods? The answer is no, contrary to what Kalecki suggests. A positive
propensity to consume out of profits will only make the upward shift of the MM schedule larger
than otherwise. The agricultural terms of trade will increase by more, since real wages in terms of
food will have to fall by more to compensate for the increased consumption out of profits. But this
does not change the fact that the rise in investment leaves industrial employment unaffected. The
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Kalecki was well aware that the resulting unemployment is not Keynesian in
its usual sense. It clearly cannot be cured through falling money wages and
prices, even if the price declines raised aggregate demand. If, for example, a fall
in money wages and prices shifted the MM schedule upwards, as a result of
real balance effects or Keynes interest rate effects on investment, the result
would be to change relative prices, but leave industrial employment
unaffected. The ineffectiveness of aggregate demand measures is not due to
“real wage rigidity”, as in Lewis’ labor surplus or efficiency wage models. Real
wages are, up to this point in our analysis, fully flexible downwards. This type
of unemployment is better described as structural. This is because it involves a
maladjustment between the structure of supply and the structure of demand
at full employment, together with structural rigidities on the supply side that
impede the adjustment of the structure of supply in the short run. Indeed, the
key assumption behind the results is the inelasticity of food supply, which in
Kalecki’s view is due to the agrarian conditions prevailing in many developing
countries. With an elastic food supply, the AA schedule will not be vertical.
The increase in the terms of trade, following the rise in investment, will then
trigger a food supply response. This will allow employment and capacity
utilization to increase in the industrial sector. The fall in real wages does not
completely offset the effects of a higher investment on effective demand.

2. The Wage-goods Constraint, Inflation, and the Structuralist
Controversy

Up to this point, we have assumed that reductions in the real wage do not
trigger increases in nominal wages. Kalecki also considered real wage rigidity
as a source of ineffectiveness of aggregate demand measures. In this case, even
though food supply is elastic, the terms of trade at which agriculture will
supply the wage goods necessary to fully employ the labor force may be so
high as to trigger a continuous inflationary process. The idea is the basis of the
structuralist models of inflation in the Latin American literature, and has also
played a prominent role in the Indian macroeconomics literature on the
“wage-goods constraint” on output and growth.7

Suppose then that real wages are not fully flexible downwards. Due to
efficiency wage considerations or to the presence of labor unions, there is a

result depends on the inelastic agricultural supply and the inelasticity of food demand from
industrial workers.

7 Noyola (1956) and Sunkel (1958) were the seminal contributions to the Latin American
structuralist approach to inflation. See also Cardoso (1981) and Taylor (1983) on structuralist
models of inflation. Dutta (1988), Patnaik (1995), and Dutt (2001) provide surveys of the theory
and evidence on the wage goods constraint.
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minimum value of the agricultural real wage in terms of food (øA) that workers
are willing to tolerate without asking for compensating money wage increases
(or without adverse effects on labor productivity that will trigger these wage
increases by employers).8 This minimum wage is affected by labor market
conditions. As in Chapter 10, we assume that this wage is an inverse function
of unemployment: higher unemployment weakens unions bargaining power
and increases workers tolerance to low real wages, thus reducing the min-
imum wage.

oA ¼ oðUÞ o’<0 and U ¼ L� LA � LM ð9Þ
This minimum real wage is a threshold: when real wages are above it, money
wages remain constant, while below it, money wages increase at a rate that is
an increasing function of the gap between the threshold and the actual value
of the agricultural real wage (øA –WA/PA).

9 Since the industrial wage premium
is constant, this is also the rate of increase in industrial money wages (w).
Thus:

w ¼ lðoA �WA=PAÞ for oA >WA=PA

w ¼ 0 for oA � WA=PA

where º is a positive parameter. Using (1) to express LA as a function of the
terms of trade, we can substitute into (9) in order to obtain the threshold wage
as a positive function of industrial employment and the terms of trade:

oA ¼ oðLM;pÞ o1;o2 >0 ð10Þ
Both a higher level of industrial employment and better agricultural terms of
trade (which stimulates agricultural employment) reduce unemployment and
thus increase the threshold wage, øA. We can now derive a schedule of (p, LM)
combinations along which the actual agricultural real wage is equal to the
threshold wage. Using (10) and WA/PA = (WM/PM)/(ƒ p), we obtain:

ðWM=PMÞ=ðf pÞ ¼ oðLM;pÞ ð11Þ
where the manufacturing product wage (WM/PM) is determined by the pricing
decisions in manufacturing. How are p and LM related along this schedule?
Higher agricultural terms of trade lead to a fall in actual real wages and to a
higher threshold wage (as unemployment falls with the increase in agricul-
tural employment); in order to keep the threshold wage in line with the lower
value of agricultural real wages, a fall in industrial employment is then
required. Eq. (11) thus defines a downward sloping schedule in (p, LM) space.
The value of the slope depends critically on how sensitive the threshold wage

8 The open economy model with real wage resistance later in this chapter (section 3) explicitly
adopts an efficiency wage formulation.

9 For similar formulations, see Cardoso (1981), Taylor (1983), Basu (1984), and Dutt (1990).

Kaleckí’s Dual Economy and Structuralist Growth Models

266



is to labor market conditions, i.e., on the ø function. If, for example,
unemployment had strong negative effects on workers’ bargaining strength,
an increase in the terms of trade would only require a small reduction in
industrial employment. The schedule would then be rather steep. The smaller
the effect of unemployment on the threshold wage, the flatter is the schedule.
Without such effects the locus becomes horizontal, as in Basu (1984), since
there is then a unique value of the threshold wage, and thus of p, for which
the actual and threshold wages are equal. It is also worth noting that changes
in labor productivity as well as in Kalecki’s “degree of monopoly” in manufac-
turing (determined by the price elasticity of individual demand curves), influ-
ence the manufacturing product wage and thus the position of the schedule.

This schedule of wage and price stability (LL) shows, for each level of indus-
trial employment, the maximum value of the terms of trade that is consistent
with stable money wages. Above the locus the terms of trade are higher than
required for money wage stability. There is thus wage inflation and (given
WM/PM and p) price inflation. The region below and bounded by the locus is,
in contrast, one of money wage and price stability.

When we bring the AA and MM schedules together with the LL locus (see
Figure 12.3), the terms of trade as determined by the equilibrium in the goods
market may turn out to be too high to preserve price stability. For example, an
increase in investment that shifts the equilibrium terms of trade from p1 to p2

will not only lower real wages and increase industrial employment, but will
also trigger an inflationary spiral, because the terms of trade required to keep
the goodsmarket in equilibrium are inconsistent withmoney wage stability in
the labormarket. Asmoney wages increase, industrial firms react by increasing
their prices, while food prices also adjust upwards to remove excess demand
for food. The rate at which money wages (and prices) increase is a function of
the gap between p2 and the terms of trade on the LL schedule, at the same level
of employment.

Thus, since the agricultural surplus is elastic, effective demand policy can
raise employment, but only at the cost of higher inflation. If effective demand
is constrained to preserve price stability, the maximum level of employment
attainable is that at the intersection of the AA and LL schedule. It is worth
noting that this level of employment and the associated rate of structural
unemployment do not only depend on labormarket parameters. They depend
also on the agricultural demand and supply conditions underlying the slope
and position of the AA schedule. The “inflation barrier” here arises from the
fact that the agricultural sector cannot supply the wage goods necessary to
fully employ the labor force at terms of trade that preserve money wage
stability in the labor market.

What is the cure for this type of inflation? This was the question debated in
the monetarist-structuralist controversies of the 1950s and 1960s (see the Rio
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Conference volume edited by Baer and Kerstenetzky, 1964). Monetarists
argued that, with a stable demand for money, inflation would only continue
if the money supply was expanding at a faster rate than output. As for any
other kind of inflation, they advocated a tight money policy that, by shifting
the MM schedule downwards, would eliminate the inflationary pressures
associated with a high level of employment.

Structuralists acknowledged that an accommodating monetary policy was
necessary for inflation to continue (on the subject, see Olivera, 1964). How-
ever, they viewed aggregate demand measures that shift the MM locus down-
wards as inefficient. Employment would then fall and excess capacity would
increase. Moreover, the growth of the economy would slow down, insofar as
the higher excess capacity in manufacturing would discourage investment in
industry and the lower terms of trade would inhibit investment in agriculture.
A policy of contraction of aggregate demand did not address the key problems
of low and inelastic food supplies and excess capacity in manufacturing. The
control of inflation through exclusive reliance on these policies was thus likely
to be ineffective in the longer run.

In this view, supply side measures oriented towards increasing food supplies
are both more effective and more efficient. By shifting the AA schedule to the
right, they lead to a reduction of inflation, while raising employment and
capacity utilization inmanufacturing. If these supply side measures require an
increase of investment in agriculture, then it may be preferable to tolerate
some inflation in the short run as the price to pay for dealing effectively with
inflation and employment problems in the longer run. It is worth noting that
in this view there is no long-run trade off between inflation and unemploy-
ment although for quite non-monetarist reasons.
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Figure 12.3 Conflict between goods market and labor market equilibrium
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In terms of our diagram, the debate can be interpreted as revolving around
two issues. The first involves the elasticities of food supply and demand.
A more elastic food demand makes the MM schedule turn clockwise. With
sufficiently high price and income elasticities, this schedule would even slope
upwards (with stability requiring that it is steeper than the AA schedule).
Then, supply side measures that shift the AA schedule to the right would be
less efficient than in the previous case, in the sense of not causing an increase
in employment and capacity utilization. Given the elastic food demand, the
reduction in the terms of trade then leads to a fall, rather than an increase, in
the consumption of manufactures.

The second issue relates to the slope of the LL schedule. Suppose that the LL
locus is steeper than theMM schedule, due to strong effects of unemployment
on the threshold wage. As shown in Figure 12.4, the AA schedule shifting to
the right will no longer reduce inflation, even though the agricultural terms of
trade still will fall with the increase in food supplies. The reason is that the
inflationary impact of the increase in industrial employment now offsets the
deflationary effects of declining terms of trade. As the monetarist position
views unemployment as determined largely by labor market parameters,
rather than by agricultural demand and supply conditions, they can be con-
sidered assuming a steep LL schedule. In the extreme case of a vertical LL
locus, there is only one level of industrial employment consistent with price
stability. The only cure for inflation is then to reduce aggregate demand
through a downward shift in the MM schedule.

Some structuralists also emphasized the role of labor market institutions in
this type of inflation (see, in particular, Noyola, 1956; Sunkel, 1958). Labor
market institutions matter insofar as they affect the slope and position of the
LL schedule. Later structuralists have built on this insight to advocate incomes
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Figure 12.4 A monetarist economy
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policies that, by shifting the LL schedule upwards, can reduce the short-run
trade-off between inflation and unemployment.10

3. Foreign Exchange Constraints and Two-gap Models

The basic notion underlying two gap models is that the economy’s growth
may be constrained by the availability of foreign exchange as balance of
payments disequilibria may not be easily corrected by exchange rate policy.
This notion is analogous to Kalecki’s view that the expansion of the industrial
sector is constrained by the availability of food supplies. This is why two gap
and open economy inflation models in the structuralist tradition can be
presented in a framework that is analogous to Kalecki’s two-sector model.
This is the approach that we will follow here. We will look at two gap models
as a Kaleckian model with two sectors (now domestic and foreign), with the
key relative price being the real exchange rate, instead of the agricultural terms
of trade. As we will see, the AA schedule then becomes a locus of external
balance, and the MM locus becomes a schedule of goods market equilibrium.

Just as the sources of structural rigidities in Kalecki’s model may be the
inelasticity of supply and demand of food (a low response of quantities to
relative prices), or an insufficient elasticity combined with a real wage rigidity
(a low response of relative prices to changes in nominal prices), two gap
models appear in two analogous versions. In one, associated with “elasticity
pessimism”, the source of the failure to correct balance of payments disequili-
bria is “limited structural flexibility” (Chenery and Strout, 1966, p. 682)—the
low responses of exports and imports to changes in the real exchange rate. If
primary goods dominate the export structure, and imports are mostly comple-
ments, rather than substitutes of domestic production, import and export
price elasticities may be too low for the real exchange rate to significantly
affect the trade balance. Given the ineffectiveness of exchange rate policy, the
need to preserve external balance will constrain fiscal and monetary policies
that will then be unable to increase the level of employment.

Another version of the two-gap model refers to ‘real wage resistance’ (see
Bacha, 1984). Here, the problem is not one of low responses of quantities to
relative prices (low price elasticities), but rather of a structure of relative prices
being unresponsive to changes in the nominal exchange rate. If a real devalu-
ation involves distribution effects against wage earners, there may be a min-
imum level of real wages (and a maximum real exchange rate), beyond which
further nominal devaluations are ineffective. If this maximum real exchange

10 See Ros (1993) for a review of the literature and different views on the role of conflict and
coordination problems in driving wage inflation.
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rate falls short of the exchange rate required to achieve external balance and
full employment, macroeconomic policy will again be unable to meet these
two targets simultaneously. The need to maintain external balance forces the
economy into a less than full employment equilibrium. As we shall see, this
version of the model can generate a type of inflation that is close in spirit to
the kind envisioned by Kalecki.

Elasticity pessimism

Consider an open economy with two sectors. Sector C uses labor to produce
consumer goods for domestic use and exports. Sector I uses labor and
imported intermediate goods (with a fixed input-output coefficient) to pro-
duce investment goods for domestic use. Technology andmarket structure are
similar to those assumed for manufacturing in section 1: production of both
goods requires a constant input of labor per unit of output; firms take input
prices as given, and operate under monopolistic competition in the goods
market. Profit maximization again implies that pricing decisions follow a
markup rule, while output adjusts to demand:

PC ¼ ð1þ zCÞW

PI ¼ ð1þ zIÞðWþ eP*mÞ
where PC and PI are the prices of, respectively, consumption and investment
goods; W, the uniform nominal wage rate; z, the markup over unit cost; �, the
input-output coefficient for imported intermediate goods; P*, the foreign
currency price of these inputs; and e, the nominal exchange rate. We have
chosen units such that the labor input-output coefficient is equal to one in
both sectors.

We treat investment as given and assume for simplicity that all profits are
saved and all wage income is spent on consumption goods. Exports (X) are a
function of the real exchange rate (p), which we define as e P*/PC. These
assumptions imply that output C of the consumption goods sector and the
trade balance in domestic currency (T) are given by:

PCC ¼ W Lþ PCXðpÞ X
0 � 0 ð12Þ

T ¼ PCXðpÞ � eP*mI ð13Þ

where L is the overall level of employment (L = LC + LI). Using C = LC, I = LI,
and eq. (12), we can express the equilibrium level of employment as function
of I + X, times a multiplier:

L ¼ ½IþXðpÞ�=ð1�W=PCÞ ð14Þ
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whereW/PC is determined by the pricing decisions in sector C. Using (13) and
the condition of balanced trade (T = 0; we neglect for the time being capital
inflows) yields:

I ¼ XðpÞ=ðm pÞ ð15Þ
Given the level of investment (I), eqs (14) and (15) can be solved for p and L,
the real exchange rate and the level of employment that satisfy the goods
market equilibrium and the balanced trade condition.

Assume now that the real exchange rate is available as a policy instrument
and, in addition, that the government has fiscal and monetary policy instru-
ments to influence the level of investment. We are interested in the following
question: given target values for employment and the trade balance, are there
values for I and p such that target values for L and T can be achieved simul-
taneously? More precisely, if the government wants to achieve full employ-
ment (L = Ls) and, at the same time, equilibrium in the trade balance (T = 0),
how should it set its policies tomeet these targets? Formally, we are looking for
the level of investment and the value of the real exchange rate such that L = Ls

and T = 0. This amounts to solving themodel for I and p, given L = Ls and T = 0.
Swan’s diagram of internal and external balance (Swan, 1955) illustrates the

solution to the problem. Setting L = Ls in eq. (14) yields the schedule of
internal balance, the locus of (p, I) combinations that keep the economy at
full employment. A higher level of investment increases employment. With
elastic responses of import and export volumes to changes in the real
exchange rate, devaluation is also expansionary. The internal balance sched-
ule will then be downward sloping, since a higher exchange rate requires a
reduction in investment to keep employment at its target level.

The external balance schedule is given by eq. (15), interpreted as a locus of
(p, I) combinations that preserve balanced trade. Devaluation has a positive
effect on the trade balance while higher investment has a negative effect, as it
increases income and imports. The external balance schedule then has a
positive slope. With elastic trade responses, the values of p and I that satisfy
the conditions for balanced trade and full employment will then generally
exist.

Under our present assumptions, imports are inelastic given the fixed input-
output coefficient for intermediate goods imports. If, in addition, exports
feature low price elasticities, real devaluation will be effective only within
narrow limits. There may be a value of p, beyond which the two schedules
have the same slope (see Figure 12.5 where we assume, for simplicity, that
the two schedules become vertical beyond p*). The internal and external
balance curves do not cross: a combination of a real exchange rate and invest-
ment level that can simultaneously achieve internal and external balance
does not exist. Depreciating the currency beyond p* is useless. To meet
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the external balance target, fiscal and monetary policy will thus be con-
strained to yield the level of investment (I*), the maximum consistent
with external balance. Given the need to meet external balance, foreign
exchange revenues at p = p* operate as a constraint on aggregate demand.
Macroeconomic policy is then unable to generate the full employment level
of output.

Let L* be the level of employment corresponding to I*. The value of L* is
given by eq. (14), setting p = P* and I = I*:

L* ¼ ½I*þXðp*Þ�=ð1�W=PCÞ ð16Þ
where p* is such that dX/dp = 0 for dp > 0 and dX/dp < 0 for dp < 0, and I* is
given by the balance of payments equilibrium condition (15):

I* ¼ ½Xðp*Þ�=ðp*mÞ ð17Þ
A simple extension of the model is to introduce an exogenous level of capital
inflows (F). The external balance target (equilibrium in the balance of pay-
ments) is now T + F = 0, rather than balanced trade. The maximum level of
investment consistent with external balance becomes:

I* ¼ ½XðpÞ þ F�=ðpmÞ ð17Þ
We now look at how these constrained levels of employment and investment
respond to changes in exogenous variables and parameters. Consider
first changes in the exogenous level of capital inflows when the economy is at
less than full employment. From eq. (170), increases in F raise I* by 1/(p �):11

IBp

p∗

EB

II∗

Figure 12.5 Swan’s diagram with inelastic trade responses

11 This requires that exports are unaffected by changes in I*. This will be the case as long as L* is
less than the total labor force.
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dI*=dF ¼ 1=ðpmÞ for L* <Ls

At some level of capital inflows, the economy reaches full employment.
Further increases in F will leave L* unaffected. What happens to investment
under these conditions? A larger volume of capital inflows makes foreign
exchange available for an increase in imported inputs and thus in the level
of investment. The transfer of labor from sector C to sector I will reduce output
C and generate excess demand for goods and labor in sector C at the prevailing
level of prices and wages in this sector. If prices and nominal wages increase to
the same extent (there is nothing in this situation to prevent nominal wages
from keeping up with increases in the cost of living), the increase in prices will
lead to a real appreciation of the domestic currency.12 Indeed, using (12),
setting LC = Ls – I, and solving for X (p), show that the market for C goods
now clears through changes in the real exchange rate (and at levels below p*):

XðpÞ ¼ ð1�W=PCÞLs � I ð18Þ
The market clearing condition in sector C implies an inverse relationship
between exports and investment: at full employment, further increases in
investment can only be achieved through a real appreciation that causes a
reduction in exports. This implies that part of the foreign exchange made
available by the increase in F will be offset by a fall in exports. As a result, the
increase in imported inputs and investment will be less than in the below full
employment situation. Indeed, substituting from (18) into (17’0), we find:

I* ¼ ½1=ð1þ mpÞ�½Fþ ð1�W=PCÞLs� ð19Þ
which shows that the multiplier effect of F on I* is now 1/(1 + � p) and thus
necessarily less than before (see Figure 12.6).

The result is Chenery’s theorem (Chenery and Strout, 1966): the effects of
capital inflows on investment and growth—or, in Chenery’s analysis, the
effectiveness of foreign aid—are larger when the economy is constrained by
foreign exchange (at less than full employment), than when it is constrained
by savings at full employment. The difference is due to the mobilization of
domestic savings, made possible by additional foreign exchange, when the
economy is at less than full employment. The constrained level of investment
(I*) can be seen as determined by domestic savings at the foreign exchange-
determined level of employment, plus the foreign savings made available by
capital inflows.When the economy is at less than full employment, additional
foreign savings cause an increase in the level of output consistent with exter-
nal balance (see eqs 16 and 17). This output increase leads to higher domestic

12 If the government attempts to prevent the real appreciation through nominal devaluations, it
will result in inflation, as discussed later.
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savings and allows investment to expand to a larger extent than the additional
capital inflows. This mobilization of domestic savings is absent when the
economy operates at full employment.

Consider now the effects of an increase in the domestic saving rate.
Given our assumptions of savings behavior, we model these effects as
resulting from an increase in the “degree of monopoly” that reduces the
real wage W/PC. At less than full employment, a lower real wage reduces
the level of employment while leaving investment unaffected (see eqs 16 and
170). The additional savings at the initial level of employment simply reduce
consumption demand and employment in sector C, without any other
consequences.

In contrast, at full employment, the lower real wage raises I*, as shown in
eq. (19). The mechanism is as follows. The fall in employment in sector C,
resulting from the higher saving rate, allows the government to depreciate the
currency. Since the economy was initially at full employment, the market for
consumption goods was clearing at an exchange rate below p*. The real
depreciation is thus effective in increasing exports. The additional foreign
exchange made available by the increase in exports allows the level of invest-
ment I* to increase. In the end, the process involves a reallocation of employ-
ment from the production of domestically consumed goods to the production
of investment goods and exports (which finance the additional imports of
intermediate goods required by sector I).

Policies directed towards increasing domestic savings will thus have a larger
impact on investment (and growth) when the economy is at full employment
(under a “savings constraint”) than at less than full employment (under a
“foreign-exchange constraint”).

I∗ I∗(F)EB
I∗(F)FE

F

Figure 12.6 Effects of capital inflows on investment
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Real wage resistance

We turn to the case in which, while exports and imports are elastic, real
devaluation is limited by the downward inflexibility of real wages. The econ-
omy considered produces a single good that can be consumed, invested or
exported. Imports consist of competing consumer goods. Local producers
employ labor with diminishing returns and operate under atomistic competi-
tion. As in the efficiency wage model of Chapter 6, we assume that the real
wage paid by firms affects labor productivity through its influence on nutri-
tion and health. The production function is thus:

Y ¼ ðE LÞ1�a 0< a<1 ð20Þ
and the effort function E has the form:

E ¼ ðw=PC � oÞd d<1 ð21Þ
where (W/PC) is the real consumption wage, and PC is a consumption price
index derived from a Cobb-Douglas utility function of the form: U = CM

Æ CD
1–Æ,

where CM and CD are respectively the quantities of imported and domestically
produced consumer goods. The corresponding consumption price index is
then: PC = (e P*)Æ PD

1–Æ, where PD, P* and e are respectively the domestic price,
the price of imported consumer goods (in foreign currency) and the nominal
exchange rate.

Firms treat prices as given andmaximize profits overW and L, subject to the
technology in (20) and the effort function (21). The first order conditions of
this maximization program imply the following employment and wage deci-
sions: (E L)d = (1–a)1/a E1/a (W/PD)

–1/a andW/PD = pÆ ø/(1–d), where p = e P*/PD.
Labor demand in effective units ([E L]d) is an inverse function of the real wage

per effective worker ([W/PD]/E). In equilibrium all firms pay the same wage and
equilibrium effort is obtained from substitution of the efficiency wage into the
effort function.

The efficiency product wage is an increasing function of the real exchange
rate and of ø, the minimum wage required to generate a positive effort from
workers. The profit maximizing level of employment (Ld) is an inverse func-
tion of the efficiency product wage. The two equations combined imply that
the profit maximizing level of employment is an inverse function of the real
exchange rate:

Ld ¼ LðpÞ L
0
<0 ð22Þ

Setting Ld equal to the total labor force, we can solve eq. (22) for the unique
value of the real exchange rate at which full employment is the profit maxi-
mizing level of employment. The horizontal IB line in Figure 12.7 shows the
corresponding value of the real exchange rate.
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On the demand side, we treat investment as given and assume again that all
profits are saved and all wage income is spent on consumption goods.
Together with our Cobb-Douglas utility function, this assumption implies
the following demand functions for imported and domestic consumer goods:

CM ¼ ÆWL=ðeP*Þ ð23Þ
CD ¼ ð1� ÆÞWL=PD ð24Þ

Exports are a positive function of the real exchange rate (p):

X ¼ XðpÞ X
0 >0 ð25Þ

Consider now the goods market equilibrium condition. Using (20), (22), (24)
and (25), the equality between output supply and aggregate demand (Y = CD +
I + X) implies:

½E LðpÞ�1�a ¼ ð1� aÞLðpÞpa½o=ð1� dÞ� þ IþXðpÞ ð26Þ
Eq. (26) can be interpreted as showing the value of the real exchange rate that
clears the goods market at each level of investment. From the RHS of (26), a
higher level of investment raises aggregate demand and generates excess
demand at the initial levels of the real exchange rate and employment. Market
clearing requires an increase in aggregate supply and/or a reduction in other
components of aggregate demand. The upward pressure on the price of domestic
goods and the resulting real appreciation of the domestic currency achieves this.
From the LHS of (26), we can see that the lower real exchange rate, through its
effects on the efficiency product wage, increases output supply. In addition, the
real appreciation reduces export demand and shifts the composition of con-
sumption demand away from locally produced goods. Eventually, the goods
market will clear at a higher level of employment and a lower real exchange rate.

IB
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Figure 12.7 Conflict between external and internal balance
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Eq. (26) thus defines a downward sloping schedule of (p, I) combinations
that keep the goods market in equilibrium (the YY schedule in Figure 12.7).
Both a higher exchange rate and higher investment tend to generate excess
demand for goods, and therefore the slope of this schedule is negative. Along
the schedule, employment increases with the level of investment.

The levels of investment and real exchange rate consistent with goods
market equilibrium and required to guarantee full employment are given at
the intersection of the IB and YY lines in Figure 12.7. But is this combination
feasible? Not necessarily, since the real exchange rate required for external
balance may well imply an efficiency product wage that is too high to induce
full employment of the labor force. Consider the external balance condition
in this model. Setting the value of imports (eP* CM) equal to the value of
exports (PD X) and using (22), (23), and (25) we obtain: L(p) Æ pÆ ø/(1–d) = X (p),
which can be solved for the value of the real exchange rate that is consistent
with external balance, given the wage and employment decisions of firms.
This value corresponds to the EB line in Figure 12.7. In the case shown by the
figure, this value is higher than the exchange rate required for full employ-
ment (corresponding to the IB line). Clearly, the level of employment consist-
ent with external balance and goods market equilibrium—at the intersection
of the EB line and the YY schedule—will then be below full employment
(since, as already noted, along the YY schedule employment increases with
the level of investment). If the government then increases the level of invest-
ment to induce a higher level of employment, the external balance target will
not be met.

The wage and employment decisions of firms, together with the external
balance target, will constrain the ability of government policies to choose an
exchange rate and investment level at the intersection of the EB and YY lines.
The result is a less than full employment equilibrium that can neither be
corrected through a nominal devaluation nor through an increase in invest-
ment. Any attempt to increase the level of employment in this way would
either generate a real wage that is below the efficiency wage, with a corres-
ponding increase in nominal wages, or the violation of the external con-
straint. Just as the wage-goods constraint in Kalecki’s model results from the
fact that the agricultural sector cannot supply the food surplus necessary to
fully employ the labor force, structural unemployment here arises from a level
of competitiveness that is too low to generate the real wage necessary to
employ the whole of the labor force.

A higher level of employment can nevertheless be induced by other means.
First, higher capital inflows, which have been ignored so far, would shift the
external balance locus downwards and result in an increase in the permissible
level of investment and employment. Such a shift induces an increase in
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employment by reducing the required real exchange rate and thus the equi-
librium efficiency product wage. Second, an increase in productivity that
reduces the efficiency product wage at each level of the real exchange rate
would also move the economy closer to full employment. Finally, an import
tariff can relax the foreign exchange constraint in the present setting. Under
our assumptions, a higher import tariff shifts the EB line in Figure 12.7 down-
wards. The reason is that a tariff reduces import demand proportionatelymore
than it increases the efficiency wage. However, this result would not hold if
imports are inelastic and their price has a strong effect on prices of consumer
goods.

Structural inflation in the open economy

What happens if the level of investment is higher than the level required to
maintain external balance, given the labor market constraint? To answer this
question, we will look at the model in (p, L) space (see Figure 12.8). Eq. (22)
defines a downward sloping employment schedule (LL) in (p, L) space: a
higher real exchange rate increases the efficiency product wage and reduces
the profit maximizing level of employment. The goods market equilibrium
locus (YY) shows the value of p that makes the volume of output forthcoming
at each level of employment equal to aggregate demand. The locus is upward
sloping, since a higher level of employment, which increases output, requires
a higher real exchange rate in order to generate the corresponding increase in
aggregate demand. The position of the YY line depends on a given level of
investment. The EB line is the locus of real exchange rates and employment
combinations that are consistent with equilibrium in the balance of pay-
ments. A positive price elasticity of export demand is sufficient for the external
balance locus to slope upwards.13 A real devaluation then has a positive effect
on the trade balance and an increase in employment, which raises imports, is
required to maintain external balance.

As drawn in Figure 12.8, the three loci do not intersect at the same point.
The assumed level of investment is not consistent with the external balance
and labor market constraints. To examine what will happen in this situation,
we need to specify the behavior of prices, the exchange rate and nominal
wages, when the economy is not in equilibrium. As in section 2, we assume
that domestic prices move instantaneously to clear the goods market and that
the nominal exchange rate moves instantaneously to clear the foreign
exchange market. Nominal wages, in contrast, adjust sluggishly with a rate
of change that is a function of the gap between real consumption wages and

13 This is because, with the import price elasticity being unity, due to our Cobb-Douglas utility
function, a positive export price elasticity is enough to fulfill the Marshall-Lerner condition.
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the efficiency consumption wage. These assumptions constrain the economy
to always be at the intersection of the goods market equilibrium and external
balance schedules, but allow for persistent deviations from the LL schedule. In
a close analogy with the closed economy model of section 2, this schedule
now shows the maximum value of the real exchange rate that is consistent
with stable money wages at each level of employment. Above the locus, the
real exchange rate is higher than the value required for money wage stability.
In the situation depicted in Figure 12.8, the real exchange rate, as determined
by equilibrium in the goods and foreign exchange markets, is too high to
preserve price stability. As money wages increase, the nominal exchange rate
must depreciate in order to preserve external balance, and domestic prices will
then increase to maintain equilibrium in the goods market. The rate at which
nominal wages (and prices) increase is a function of the gap between point
A and the LL locus.14 A reduction in investment that shifts the YY locus to the
left may be an effective but (as in the analysis of section 2) not necessarily the
most efficient cure for this type of inflation.

p
YY
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L
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EB

Figure 12.8 Conflict between external balance and labor market equilibrium

14 For interpretations of high inflation processes along these lines, see Franco (1986), Taylor
(1991), and Ros (1993).
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13

Debt Traps and Growth Collapses

In the 1980s most countries in Latin America and Sub-Saharan Africa suffered
economic setbacks that led to a prolonged slump. The same happened in
Japan during the 1990s and may happen in Europe during the second decade
of the 21st century. The main analytical issue that arises here is why the
growth slowdowns persisted during such a long period of time and why
macroeconomic policies were unable to overcome them.

Factor accumulation models, whether of the neoclassical, endogenous
growth, or development theory varieties do not explain these severe growth
slowdowns. Regardless of their relevance in earlier periods, the two-gap
models reviewed in the previous chapter do not provide either a fully adequate
explanation of the persistence of the slumps of the 1980s in Latin America and
Japan in the 1990s. While these models may explain the ineffectiveness of
macroeconomic policies, they do so under conditions at variance with the
realities of these episodes. The notion that relative prices, especially the real
exchange rate, have weak and unreliable effects on resource allocation cannot
fully account for the problems of Latin American countries during a period
that witnessed enormous changes in relative prices and substantial quantity
adjustments in response to them. More generally, one could argue that the
hypothesis of limited structural flexibility appears reasonable in growing
economies to explain why they are not growing faster, but becomes less
relevant for stagnating economies which are at the same time undergoing
considerable structural adjustments. In addition, the assumption of exogen-
ous capital flows cannot be applied to several Latin American countries during
their “lost decade” when, even though the public sector remained rationed in
international credit markets, the private sector, which often had most of its
financial assets invested abroad, was not rationed in any meaningful sense.

The literature on three-gap models attempts to overcome these limitations
and account for the economic stagnation and persistent under-utilization of



resources that prevailed in Latin American economies during the 1980s.1 This
chapter discusses these contributionsby extending the openeconomymodel of
capital accumulation of Chapter 10 to consider the government and private
and public debts. The result is a three-gap model in which, besides foreign
exchange shortages, fiscal or investment constraints originating in an over-
indebtedness trap may prevent the economy from achieving a full capacity
growthpath. The chapter thenmoves to illustrating the relevance of themodels
for the analysis of the stabilization and adjustment problemsof highly indebted
countries in Latin America and their growth performance during the 1980s.

1. The Basic Analytical Framework

We extend the analytical framework presented in Chapter 10 to include a
government sector and make explicit the financial flows among the private,
government and foreign sectors. Table 13.1 shows the flows of funds between
the sectors, together with each sector’s budget constraint (column equations).
The government sector (including the Central Bank) and the private sector
(including domestic commercial banks) are indicated by subscripts G and
P. Each of these sectors holds or issues one or more of the following financial
assets: money (H), domestic government debt (B), public and private external
debt (D) and international reserves (R) where, as in Chapter 10, PX/PI is set
equal to one. X and Mk refer to (private sector) volumes of exports and
imports, and G to real government spending. T, S and I refer to government
disposable income, private savings and investment. These are nominal values
deflated by the price of investment goods (PI). For simplicity, we neglect
interest payments on external private debt. The other symbols refer to changes
in asset stocks expressed also in real values and thus to changes in real
financial wealth. Since the flows of financial assets refer to changes in the
real value of asset stocks, financial surpluses in the last row must also refer to

Table 13.1 Sectoral financial flows

Government Private sector Foreign Total

– � H + � H 0 = 0
– � B + � B 0 = 0
– � DG + � R – � DP + � DG + � DP – � R = 0
T – (1 + z) G + S – I + r* DG + Mk – X = 0

1 Contributions to this literature include Fanelli, Frenkel, and Winograd (1987), Carneiro and
Werneck (1988), Bacha (1990), Taylor (1991), and Ros (1994).
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changes in real financial wealth. The inflation tax and the inflationary com-
ponent of domestic interest payments are therefore subtracted from both the
government financial deficit and the private financial surplus.2

Goods market equilibrium and interactions between profitability
and accumulation

In the goods market, the value of consumption is now such that:

PDC ¼ W L� p Hþ ð1� spÞð1� tÞðPY�W LÞ þ ð1� spÞrBB
where “t” is the tax rate on profits, rB is the real rate of interest on domestic
government debt, p is the rate of inflation (and thus, pH is the inflation tax).3

Private disposable income now includes the interest income on private hold-
ings of government bonds (rBB) and excludes the inflation tax, which is
assumed to be paid by wage earners. There are no other taxes on wages, and
wage earners are assumed as in Chapter 10 to have a propensity to consume
equal to one.

The goods market equilibrium condition is now:

P Y ¼ PD Cþ PI Iþ PD Gþ PX X� PMMk

Normalizing by the capital stock and substituting from the consumption and
import functions into the goods market equilibrium condition, we have:

½sp þ t ð1� spÞ� r ¼ ð1�mÞ gþ xþ ð1þ zÞ yþ ð1� spÞ rB b� p h ð1Þ
where “b” and “h” are the ratios of bonds and money to the capital stock, and
“Ł” is the ratio of government expenditures to the capital stock (G/K). The
import function, as in Chapter 10, is such that there is a fixed amount (m) of
complementary imports per unit of total investment. As the reader may verify,
eq. (1) simplifies to eq. (4) in Chapter 10 if b = h = t = Ł = 0. Using now eq. (3) in
Chapter 10 to eliminate x from (1), we can derive the new r (g) function,
showing the profit rate that clears the goods market at each level of the rate
of capital accumulation:

r ¼ �½ðzþ aÞıþ zð1þ zÞyþ zð1� spÞrBb� z p hþ zð1�mÞg� ð2Þ
where: ˜ = 1 / [1 + z s� + z t (1 – s�)] and = ı [(1 – a) A (PX/W)](1 – a)/a

2 The accounting framework is therefore in real terms in two ways: nominal income and
expenditure flows are deflated and financial returns are net of inflation. Real incomes are thus
defined as real expenditure plus the change in real financial wealth (see Coutts, Godley and
Gudgin, 1984; Ros 1993a).

3 Under the assumptions on price setting behavior in Chapter 10, the inflation rate is the same
whether measured in terms of investment goods prices or the price of domestic sales.
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Eq. (2) is similar to eq. (5) in Chapter 10, except for the positive effect on
profitability of government spending (including interest payments on domes-
tic debt) and the negative effect on profitability of the inflation tax, which
affects the profit rate through its influence on domestic demand.

The presence of taxes on profits modifies the accumulation function. Thus,
the rate of capital accumulation is now an increasing function of the post-tax
expected rate of return:

g ¼ c½ð1� tÞre � r*� ð3Þ
We also assume that private investment is negatively affected by inflation.
One reason is that high inflation makes long-term domestic capital markets
disappear, forcing firms to rely more heavily on foreign borrowing at increas-
ing interest rates. The greater uncertainty about expected real interest rates
and exchange rates, especially in the absence of indexation, favors capital
flight and, to the extent that foreign assets and domestic investment are
substitutes, has a negative effect on private investment. Other reasons for
including the inflation rate (with negative effects) among the determinants
of private investment are the resource misallocation effects of high inflation
associated with the greater price variability and uncertainty about future
returns as well as the premature amortization of business sector liabilities.
This premature amortization results in an increase in effective financial costs
and is a consequence of higher nominal interest rates in the absence of full
financial indexation.4 We introduce this and other influences of inflation on
investment by making the risk adjusted international profit rate r* an increas-
ing function of the inflation rate: r* = r* (p), with r*’ > 0.

The determination of the warranted growth rate is similar to that in
Chapter 10, except for the effects of government spending, taxes and infla-
tion. An increase in government spending increases profits by raising domes-
tic demand and shifts the r (g) line upwards. The warranted growth rate and
the profit rate increase. Higher taxes on profits reduce growth through two
effects: that on the r (g) line, which shifts downwards as a result of the fall in
capitalists’ consumption and that on the g (r) line which shifts to the left on
account of the negative effects of higher taxes on profitability. Higher infla-
tion has adverse effects on growth and operates in a similar way to higher
taxes. It shifts the g (r) line to the left by increasing r*, and it reduces workers’
consumption, thus shifting the r (g) line downwards.

4 Several papers present empirical evidence from cross-country growth regressions supporting
the hypothesis that high inflation has adverse (albeit non linear) effects on growth. See Barro
(1995), Bruno (1995), Bruno and Easterly (1998), Ghosh and Phillips (1998), Khan and Senhadji
(2001), and Burdekin et al. (2004); for a review of the literature, see Pollin and Zhu (2006).
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2. Asset Markets Constraints and the Sustainable Fiscal Deficit

So far the model determines the rates of profit and capital accumulation for a
given level of government spending. The given level of government spending,
together with existing tax revenues, may, however imply an unsustainable
path of debt accumulation. This is what, from the perspective of creditors,
happened in Latin America in the early 1980s.5 We are now interested in
analyzing what happens after the government has become rationed in credit
markets.

Thus, we shall now assume that the public sector is rationed in both foreign
and domestic credit markets. Rationing takes the form of a kinked demand
function for government debt on the part of domestic and foreign asset
holders (see, on the subject, Ros, 1991). When b > b~or dG > d~G (where dG
refers to the stock of government external debt as a ratio of the capital stock),
the demand for government debt becomes fully inelastic. The maximum
amount of debt that the government can issue is thus equal to g (b~+ d~G).
Moreover, when rB falls below r* (plus a constant premium, º), domestic
demand for government debt becomes perfectly elastic. This forces the gov-
ernment to set rB = (1 + º) r* and to monetize the fiscal deficit whenever it is
larger than the increase in the demand for government debt at the interest
rates r* and rB = (1 + º) r*. But monetization is constrained by seignorage,
beyond which international reserves would continuously fall. As a result, the
amount that the government can finance by issuing money and without
losing reserves is constrained by the increase in the demand for money (g h).

r, re g (re)

r (g)

g∗ g

Figure 13.1 The warranted growth rate

5 The debt trap in which the economymay fall as a result is discussed in Ros (1999). Note that, in
what follows, by neglecting debt dynamics we ignore the interactions between the interest
payment on external debt and the current account deficit.
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Let us now define the sustainable fiscal deficit as that deficit which is
consistent with equilibrium in the overall balance of payments while, at the
same time, keeping the stocks of base money and government debt equal to
the constrained levels and, therefore, growing at the same rate as the capital
stock. Thus, consider the sources of finance of the fiscal deficit (first column in
Table 13.1). Set the change in international reserves equal to zero and the
growth rate of domestic assets (�H/H and �B/B) as well as government exter-
nal debt (�DG/DG) equal to the rate of capital accumulation (g). The sustain-
able fiscal deficit (or the asset market balance condition) is then given as:6

ð1þ zÞy� ðt rþ ph� rBb� r*dGÞ ¼ gðhþ b
� þ d

�
GÞ ð4Þ

The condition expressed by eq. (4) constrains the amount of spending that the
public sector can undertake. Substituting from (4) into (2) in order to elimin-
ate (1 + z) Ł, yields:

r ¼ O½ðzþ aÞu� zsprBb� zr*dG þ zð1�mþ hþ b
� þ d

�
GÞg� ð5Þ

where: � = 1 / (1 � t)[1 + z s� + z t (1 � s�)]
Eq. (5) is the r (g) function that satisfies goods market equilibrium as well as

the asset market constraints expressed in the sustainable fiscal deficit. This
new r (g) line is steeper than before in (r, g) space. In addition to previous
effects on profitability, faster growth now increases the constrained level of
government spending which has a positive effect on the profit rate. The
reason is that a higher growth rate raises the amount of debt and money
that the government can issue as well as the amount of tax revenues received.
This is why the tax rate now has positive effects on r, besides the negative
effects operating through capitalists’ consumption. It is worth noting that
inflation no longer affects the position of the r (g) line. With government
spending being endogenous, a higher inflation tax raises government spend-
ing by the same amount by which it reduces workers’ consumption. More-
over, higher interest payments now shift the r (g) line downwards, thus
reducing profitability. The reason is that higher interest payments reduce
the constrained level of government spending. Finally, higher values for h,

6 Derivation of (4) uses:
�H=K ¼ ð�H=HÞðH=KÞ ¼ ð�H=HÞh h ¼ H=K
�B=K ¼ ð�B=BÞðB=KÞ ¼ ð�B=BÞb b ¼ B=K
and �DG=K ¼ ð�DG=DGÞðDG=KÞ ¼ ð�DG=DGÞdG dG ¼ DG=K

Eq. (4) can also be derived from the definition of the sustainable primary deficit. Abstracting
from the external debt, the sustainable primary deficit is given by the following expression:

primary deficit ¼ ðgþ pÞhþ ðg� rBÞb
Adding the real interest payments on domestic debt (rBb) to this sustainable primary deficit
and subtracting the inflation tax (p h) yield the sustainable real fiscal deficit:

real deficit ¼ primary deficit þ rBb� p h ¼ gðhþ bÞ
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b~, and d~G increase the profit rate by raising seignorage and the level of govern-
ment spending.

The determination of the growth rate by eqs (3) and (5) has a representation
in (r, g) space similar to that in Figure 13.1 with, however, a steeper r (g) line.
The adjustment dynamics is also similar although the interpretation of the
adjustment off the r (g) line is slightly different. Above the r (g) line the profit
rate is higher than required to clear the goods market at a level of domestic
demand consistent with balance of payments equilibrium. The government
will be losing reserves and forced to reduce its government spending. This
brings about a fall in domestic demand, which reduces the profit rate.7

It is worth noting that while inflation has no effects on the position of
the r (g) line, it still adversely affects growth by increasing r* and shifting the
g (r) line to the left. The resulting growth rate (gi) can be said to be investment-
constrained as both private capital inflows and domestic savings, due to
unemployment, are below their maximum or potential levels. In contrast
to two-gap models, the origin of resource under-utilization is not the lack of
foreign exchange, but rather a too low level of investment. This low level of
investment may arise from the asset balance constraints on government
spending, or from a high inflation rate exerting depressive effects on private
investment. In the first case, the closure of themodel has a close affinity to the
growth path in a three-gap model with a binding fiscal constraint.

There are, however, important differences between the model specification
adopted here and the three-gap models. Most of the literature on three gap
models (as well as on two-gap models) assumes fully exogenous capital
inflows, and thus credit rationing applies to both the government and the
private sectors. In our specification, private net capital inflows are endogenous
as they are linked to private savings, asset demands, and private investment,
through the private sector budget constraint (the second column in
Table 13.1). Since the change in net foreign assets, plus the net acquisition
of domestic financial assets by the private sector, must add up to its financial
surplus (s� r – g), private capital inflows are determined by:

�dP ¼ g� sprþ gðhþ bÞ ð6Þ
where � dP = �DP/K. For developing countries with substantial capital flight,
this endogenous determination of private capital inflows appears more appro-
priate than the assumption of exogenous capital inflows. The present model

7 Alternatively, if the asset market constraints on government spending are always binding, the
economy converges along the r (g) line to the equilibrium rates of profit and accumulation.
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also differs from standard open economy models in which there is no credit
rationing, and both public and private capital inflows are fully endogenous.8

The literature on three-gap models emphasizes the role of fiscal constraints
in explaining the growth performance of highly indebted countries in the
1980s. In the framework presented above, fiscal constraints are instead en-
dogenously determined by explicitly introducing the medium-term links
between sustainable fiscal deficits, capital flight and private investment.
Given the real exchange rate, as well as the parameters of the savings and
trade functions, there is nothing that fiscal and monetary policy can do to
increase the growth rate. Public investment, in particular, is constrained by
the asset balance and external balance conditions. Beyond its endogenous
value as determined by the model, increases in public investment would, if
undertaken, be inconsistent with those conditions: bond-financed increases
in public investment would create an unsustainable increase in domestic
interest rates, while money-financed increases would generate unsustainable
losses of foreign exchange reserves.9 This modification allows us to emphasize
that fiscal and current account deficits in the medium term are not exogenous,
but rather simultaneously determined with private investment, capital inflows
and the rate of economic growth. The “third gap” is then an investment
constraint, which may or may not originate in a fiscal adjustment problem.

3. The Foreign Exchange Constraint

In addition to credit constraints on the public sector, it is possible that private
capital inflows reach a maximum value, given the likelihood of credit
rationing in foreign financial markets beyond a critical level of private exter-
nal indebtedness. It is then clear that the accumulation function (eq. 3) will no

8 The treatment of private capital inflows differs formally from the more conventional ones that
specify an explicit function for net capital inflows. The demand for domestic bonds is then
implicitly determined by the private sector budget constraint. Our treatment also reflects a
difference in the approach itself. Foreign assets and domestic investment are here close
substitutes: a fall in private investment will lead to a reduction of net capital inflows, even when
interest rate differentials remain unchanged. For many developing countries, this seems more
appropriate than the conventional approach for at least one reason: foreign direct investment,
which is as pro-cyclical as overall private investment, is an important component of net private
capital inflows.

9 If demand for bonds was not fully inelastic, bond financed increases in public investment
could be made sustainable by increasing the interest rate (and thus the stock demand for bonds
“b”, and bond seignorage g b). But this possibility operates within rather narrow limits. First,
increases in “b” will be partly offset by reductions in “h”, so that the sustainable fiscal deficit will
increase by less than bond seignorage. Second, when the real interest rate exceeds the growth rate,
the impact of interest payments on the fiscal deficit itself (rB �b) will exceed the gain in bond
seignorage (g � b), leading to a downward adjustment in public investment (rather than an
increase) in order to keep equilibrium in domestic asset markets. For a fuller discussion of this
subject, see Ros (1991).
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longer determine the growth rate since, at the maximum value of capital
inflows, investment demand is rationed and the rate of accumulation must
be below the level associated with eq. (3). How are investment and growth
determined in these conditions?

In this case, investment will be constrained by the level of domestic savings
forthcoming at less than full employment and by the, now exogenous, level of
private foreign savings. Indeed, with �dP equal to the maximum value of
private capital inflows (�d

�
P), eq. (6) provides the additional equation needed

to determine the rate of accumulation.10 It defines an upward sloping locus of
(r, g) combinations, along which private investment demand is rationed by
the availability of foreign exchange:

g ¼ ½1=ð1þ hþ bÞ�ðsprþ�d
�
PÞ ð7Þ

A higher profit rate raises “g”, not because it makes investment more profit-
able, but rather because it relaxes the credit constraints on investment. The
determination of the growth rate by eqs (5) and (7) has a representation
similar to that in Figure 13.1. The r (g) line remains unchanged with an
endogenous and constrained level of government spending. The adjustment
when off this locus is the same as in the case of a fiscal constraint, with the
government reducing (increasing) its expenditures whenever the profit rate
is higher (lower) than on the locus at a given level of capital accumulation.
The g (r) line is now given by (7) and shows the foreign exchange constrained
rate of accumulation at each level of the profit rate. The economy may be
assumed to always be on the g (r) line, as a higher rate of growth would imply
that the foreign credit constraints on investment are being violated (or else
that they are not binding, in which case the economy must be on a fiscal-
investment constraint). The economy thus converges to the equilibrium rates
of profit and accumulation along the g (r) line. Note also that this schedule no
longer involves an expected profit rate, as in the cases examined earlier. This is
because the profit rate affects investment through its effects on domestic
savings, rather than through expected profitability.

The position of the g (r) schedule is affected by the savings rate out of profits
and by the exogenous level of capital inflows, both of which shift the schedule
to the right. An increase in private capital inflows unambiguously raises the
growth and profit rates. A higher savings rate out of profits now has contra-
dictory effects: the reduction in capitalists’ consumption, which shifts the r (g)

10 Alternatively, the model can be closed by using the balance of payments identity. Setting the
change in international reserves equal to zero, it becomes the equilibrium condition in the foreign
exchange market. Using the specification for imports and the profit rate—export ratio relationship
derived in Chapter 10, we can rewrite the balance of payments equilibrium condition as:

˜dp ¼ ðm� ~dGÞgþ r=zð1� tÞ þ r*dG � ð1þ a=zÞu
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line upwards, tends to be offset by the increase in investment resulting from
the outward shift in the g (r) line. This model closure has similar properties to
conventional two-gap models with a binding foreign exchange constraint.
A difference, however, is that the downward adjustment of the profit rate,
rather than of capacity utilization, is here the equilibrating mechanism.

4. The Debt Crisis and Macroeconomic Instability in Latin America

We can summarize the analytical framework presented in previous sections by
considering the determination of the medium-term equilibrium rate of accu-
mulation in the two cases examined. Under a fiscal-investment constraint, the
rate of accumulation is obtained from eqs (3) and (5) and can be shown to be
positively affected by the propensity to invest (ł) and negatively affected by
domestic demand parameters (s� and m) as well as the inflation rate (p). The
effect of the real exchange rate operates directly and positively through the
profit rate. As we shall see below, it can also operate by relaxing or exacer-
bating fiscal constraints on government spending and these effects can thus
be positive or negative on the rate of accumulation. In reduced form:

gI ¼ gIðc; sp; m;p;PX=WÞ gI1 >0; gI2;gI3;gI4; <0; gI5? ð8Þ
Under a foreign exchange constraint, the rate of accumulation is obtained
from eqs (5) and (7) and can be shown to be positively affected by the real
exchange rate and the rationed levels of public and private capital flows and
negatively affected by the import coefficient. In this case the effects of the real
exchange rate on the rate of accumulation are unambiguously positive by
relaxing balance of payments constraints. In reduced form:

gF ¼ gFðPX=W;dG;� �d
�
P ;mÞ gF1; gF2;gF3; >0; gF4 <0 ð9Þ

The role of the fiscal and foreign exchange constraints may be illustrated with
an analysis of the growth slump of Latin America that followed the adjust-
ment to the debt crisis of the 1980s. The debt crisis meant an increase in the
foreign interest rate and a reduction in governments’ foreign credit. These
shocks ‘opened’ a fiscal and a foreign exchange gap as the net inflows of
foreign exchange were cut down in both the fiscal and balance of payments
accounts. Both of these developments shifted the r (g) line downwards causing
a fall in the rate of accumulation along the g (r) line, and the adjustment to
them involved sharp real devaluations and fiscal contraction in all the highly
indebted countries. The stabilization and adjustment difficulties that followed
differed, however, between two types of economies. In the first, the country’s
public sector had foreign exchange revenues (e.g., oil revenues in Mexico and
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Venezuela) and the real devaluations raised the real value of these foreign
exchange revenues, contributing then to relax the asset balance constraints
on public expenditure. In the second, the absence of such foreign exchange
revenues combined with large interest payments on foreign public debt meant
that the government had a negative foreign exchange balance. Public savings
were thus adversely affected by real devaluations and this negative effect
exacerbated the fiscal constraints on government spending. This was the
case, among others, of Argentina and Brazil.

Mexico: debt crisis, inflation and investment collapse

Consider the experience of the first type of economies, which is best illus-
trated by Mexico’s. The debt shock led to an increase in foreign interest
payments by the public sector and a reduction in foreign lending to the
government. To this, the decline in oil prices in 1986 further added to the
reduction of the government’s foreign exchange revenues by cutting oil
export revenues down to a third of their value at the peak in 1983.

According to the model in section 3, the real devaluation that followed
contributed unambiguously to relax the foreign exchange constraint in this
case. Without it, closing the foreign exchange gap would have required even
larger investment and output losses. To the positive effects of real devaluation
operating through the export-capital ratio and the output-capital ratio, we can
add the positive effects of a higher exchange rate on the real value of the
government’s foreign exchange balance. This effect acts like a change of (dG)
in eq. (5) and, indeed, it is equivalent to an increase in the (rationed) amount
of additional foreign debt that the government can issue. As a result of these
effects, the r (g) line shifts upwards. This tends to relax the foreign exchange
constraint on the rate of accumulation. The locus of combinations showing
the foreign-exchange-constrained rate of accumulation (gF) at each level of the
real exchange rate is thus upward sloping (see Figure 13.2).11

The real devaluation, due to its effects on the r (g) line, also tends to relax the
fiscal constraint. However, the higher inflation associated with the devalu-
ation has an adverse effect on private investment, thus causing a shift to the
left of the g (r) line. At low levels of inflation, this effect may be small and the
positive fiscal effects of devaluation may dominate. At high levels of inflation,
the negative effects of inflation on investment may well dominate and set a
limit to how much the government can offset this fall, using additional real

11 The scope for shifting the foreign exchange constraint through a real exchange rate
devaluation is of course a major difference to conventional two gap models. In the early
elasticity-pessimism versions of these models, the locus of (growth and real exchange rates)
combinations would be horizontal.
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revenues. Note again that the positive effects on the inflation tax will not do
the trick (quite independently of the likely fall in the tax base): its effects on
government spending are offset (under our assumptions fully offset) by the
fall in workers’ consumption. Figure 13.2 illustrates the limits of real devalu-
ation in offsetting the initial shocks over the medium term. The locus of
(gI, PX/W) combinations—showing the medium-term value of the invest-
ment-constrained rate of accumulation (gI) at each level of the real exchange
rate—, takes the form of a bell-shaped curve. This shape sets a limit in the
medium term to how much the government can, through real devaluations,
recover the rates of growth that prevailed before the shocks.

The sharp decline of private investment in Mexico, by about 6 percentage
points of GDP, is consistent with the role of the investment constraint. It
followed the sharp cuts of public investment and a sharp acceleration of infla-
tion in an economy with no financial indexation and a high degree of inter-
national capital mobility (see Ros, 1987). As a result, output growth, which in
1980 for a third consecutive year was above eight percent, was barely over one
percent in 1988 (having been on average zero percent for the period 1982–8).

Large current account surpluses and a continuing capital flight accompan-
ied the collapse of investment and the growth slowdown. Thus, a low level of
potential domestic savings or a lack of foreign exchange cannot explain the
sharp contraction of investment. The crucial role of the investment constraint
is also confirmed by events after 1988. The 1989 debt relief agreement, the
reduction of inflation following a successful heterodox stabilization program,
and the decline in foreign interest rates were the major factors behind the
recovery of private investment rates and capital repatriation after 1989.

Argentina and Brazil: fiscal constraints and hyperinflation

Despite its large foreign debt, the Mexican government had a foreign
exchange surplus during the 1980s (largely accounted for by the public

g
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Figure 13.2 The foreign exchange and investment constraints on growth in Mexico
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sector’s oil export revenues). Under these conditions, the positive fiscal effects
of real devaluations facilitated fiscal adjustment. Other highly indebted coun-
tries, such as Argentina and Brazil, with deficits in the government’s foreign
exchange balance, found themselves in a much more difficult position.

Consider the effectiveness of devaluation in closing the foreign-exchange
gap in these deficit countries. The positive effects of devaluation on the trade
balance will now tend to be offset by the increase in the real value of govern-
ment’s foreign exchange outlays, which shift the r (g) line downwards. As
shown in Figure 13.3, if the schedule of (gF, PX/W) combinations remains
upward sloping, it will certainly be flatter than in the previous case. As a
consequence, it takes larger devaluations to relax the foreign exchange con-
straint, while these larger devaluations have the effect of exacerbating the
fiscal gap. The locus of (gI, PX/W) combinations is now likely to be downward
sloping. This is the result of the effects of inflation on private investment
being added to the negative effects of devaluation on the fiscal accounts
and government spending. Thus, as illustrated in Figure 13.3, the relationship
betweenmedium-term growth and the real exchange rate takes the form of an
inverted V in these deficit countries.

Above the inverted V defined by the two loci of (g, PX/W) combinations—
where “g” here is the minimum of gI and gF—the overall balance of payments
is in deficit and below it is in surplus. Suppose that the economy is in the
region below the foreign exchange constraint but above the fiscal constraint.
The balance of payments disequilibrium has its origin in a fiscal gap, i.e., in a
gap between actual government spending and its sustainable level (since the
economy is above the fiscal constraint). In the absence of a fiscal adjustment
that increases public savings, the resulting disequilibrium in the balance of
payments will put an upward pressure on the exchange rate. Exchange rate
depreciation will aggravate the fiscal gap by reducing public savings (the fiscal
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Figure 13.3 The foreign exchange and investment constraints on growth in Argentina
and Brazil
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constraint is downward sloping). This will in turn exacerbate the balance of
payments disequilibrium and can eventually lead to hyperinflation.

These difficulties become insurmountable if the fiscal adjustment required
to bring the economy back to the fiscal constraint is not socially viable.
Suppose that, given foreign interest rates and the external debt-GDP ratio,
the fiscal adjustment required to prevent a continuous increase in the external
debt-GDP ratio is not socially viable. The foreign exchange and fiscal con-
straints intersect at a growth rate that is not socially feasible. In the absence of
either a reduction in the value of external debt or a fall of foreign interest rates,
the economymay for a prolonged period of time remain on the brink of either
a debt moratorium or hyperinflation. Together with Bolivia and Peru, which
also fall in the category of deficit countries, Argentina and Brazil were precisely
those countries in Latin America that lived through hyperinflation episodes in
the 1980s.

Regional dummies in cross-country growth regressions

A common finding in cross country growth regressions is that predicted
growth rates for Latin American economies and Sub-Saharan Africa countries
are higher than can be explained by factor accumulation and political vari-
ables alone.12 Dummy variables for Latin America, for example, are systemat-
ically significant and negative, typically accounting for why growth rates
there have beenmore than one percentage point below what would otherwise
be predicted by these models. As stated by Barro (1991, p. 437): . . . “the results
leave unexplained a good deal of the relatively weak growth performance of
countries in sub-Saharan Africa and Latin America.”13

The significance of regional variables is likely to reflect the importance of
omitted variables. Since these studies include the period of terms of trade
shocks and the debt crisis of the 1980s, a reasonable hypothesis is that those
shocks threw these countries into a growth path in which demand constraints
prevented a full utilization of resources. Ros (2000) provides evidence support-
ing this interpretation, i.e., that the size and significance of these regional
variables is attributable, at least partly, to the inclusion of the 1980s in the
period of estimation. The exercise presented there consisted in estimating

12 See, among others, Romer (1990) and Barro (1991). This finding probably no longer holds if
one extends the period of analysis to the past 12 years which have witnessed rapid growth in
several African and a few Latin American countries largely as a result of the boom in commodity
demand coming from China and India.

13 Barro (1997) has argued that the inclusion of the inflation rate in the growth regressions
makes the Latin America dummy to become insignificant. As we shall argue later, this result is
consistent with the view that the inclusion of the 1980s is critical to the significance of the dummy
variables. In the case of sub-Saharan Africa, there is only one variable (the ratio of government
consumption to GDP) whose omission causes the dummy to become significant.
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cross-country regressions for 1960–9, 1960–75, 1960–79, and 1960–89. The
variables chosen for the regressions are strictly based on Barro (1991). Two
variants were estimated depending on the inclusion or not of a dummy
variable for the Asian countries.14 While the coefficients of the variables for
Latin America and Africa are consistently negative and those for Asia positive
(confirming previous findings), none of the dummy variables is statistically
significant (at the 5 percent level) for the periods 1960–9 and 1960–75. The
dummy variable for Latin America becomes significant when the 1980s are
included (i.e., for the period 1960–89) and its significance for the period 1960–
75 depends on the inclusion of the dummy variable for Asia. The negative
coefficient of the dummy variable for Latin America increases considerably in
absolute value when the 1980s are included (it nearly doubles in size from the
1960s to the period 1960–89). The dummy variable for Africa becomes signifi-
cant when the late 1970s and the 1980s are included in the period of estima-
tion (regardless of whether the dummy variable for Asia is included). This is
consistent with the fact that the slump in Africa started in the mid 1970s with
the negative terms of trade shocks of that decade. It is also worth noting that
when the dummy variable for Asian countries is included, this variable only
becomes statistically significant when the 1980s are included. This suggests
that the performance of Latin America compared to Asia is unambiguously
disappointing only after 1980—disappointing in the sense of being weaker
than expected, given differences in other variables, such as investment and
initial education levels.

In sum, the evidence on regional dummy variables provides support to the
notion that demand-constrained growth paths may have prevented conver-
gence to higher income levels in many parts of Latin America and Africa. The
lack of convergence is specific to the period in which asset constraints were
binding. This suggests that our interpretationmay be the only reasonable one.
Otherwise, why is it that economies that were converging towards higher
income levels before 1980, afterwards ceased this development?

14 Regressions including the square of the income term were also estimated. The main effect of
including this term (which shows a consistently negative sign) was to turn the coefficient on initial
income (non-squared) from negative to positive. The results are thus similar to those reported in
Chapter 8.
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14

Trade and Development

This chapter reviews alternative views on the role of trade openness and the
pattern of trade specialization in the growth process and the tendency to
convergence or divergence across countries. Section 1 discusses the approach
taken by neoclassical trade theory which, unlike neoclassical growth theory,
downplays the role of factor endowments and emphasizes the equalizing
tendencies brought about by openness to international trade. This approach
provides us with a useful benchmark, with which we can compare alternative
trade and growth models. Section 2 turns to the relationship between growth
and the pattern of specialization in neoclassical and new trade theory models.
The analytical framework in the last case is a model with multiple equilibria in
which the pattern of specialization affects the steady state level of income
and/or the rate of convergence to the steady state. This provides the frame-
work for a discussion in section 3 of development traps in the open economy
and the scope and limitations of industrial policy in increasing the rate of
capital accumulation. Finally, section 4 reviews the empirical evidence on the
effects of trade volumes, trade openness and the pattern of specialization on
incomes and growth.

1. Openness and Convergence in Neoclassical Trade Theory

In neoclassical growth models of closed economies, countries converge to
different steady states, which depend on savings and population growth
rates. Openness to capital flows, as we have seen in Chapter 3, reinforces the
tendency of economies to converge to similar income levels. Neoclassical
trade theory is far more optimistic. Even in the absence of capital mobility,
a neoclassical world of trading economies will feature a tendency to conver-
gence of factor prices across countries. Indeed, a central proposition of neo-
classical trade theory is that through the international exchange of goods and
the equalization of goods’ prices, competition in domestic factor markets will



tend to equalize factor prices among free trading economies. Real wages will
not be lower in labor abundant countries because free trade—by allowing the
labor abundant economy to specialize in those goods produced with labor
intensive techniques—will make labor intensive techniques be used more
extensively than in the previously low-income closed economy. The key
questions from this perspective do no longer refer to the constraints posed
by the stage of capital accumulation, but rather to what prevents this ten-
dency to factor price equalization to take place. Is it the presence of obstacles
to free trade and other sources of resource misallocation, as discussed by
the recent empirical literature on convergence in open and closed economies
or by earlier writing on the relationship between growth and the “outward” or
“inward” orientation of trade policy regimes?1 Or is it that the restrictive
conditions on returns to scale, access to technology, and factor and product
markets required for factor price equalization and convergence to operate are
rarely met in practice? And if so, what are the policy implications?We look, in
this chapter, for answers to these questions. Consider first how openness
modifies the convergence properties of the neoclassical growth model.

Factor price equalization and convergence

Consider a Heckscher-Ohlin model with two goods produced using two
factors (capital and labor) in two different countries. One good is relatively
capital-intensive and the other good relatively labor-intensive. The two goods
are produced under constant returns to scale and both countries have access to
the same technologies. Within each country, competition in factor markets
establishes uniform wage rates for labor and uniform rental rates for capital.
Profit maximization under perfect competition implies the equality between
factor prices and marginal products. International trade leads to the equaliza-
tion of goods prices. Together, these tendencies imply that relative wages and
capital rentals must obey certain relationships. Thus, the equality within each
country between the product wage in each sector and the marginal product
of labor in the same sector, together with the equalization of goods prices
through trade, imply that the capital-labor ratio in the production of each
good will be the same in both countries.

This is a striking implication: regardless of differences in the overall capital
and labor endowments between the two countries, each of the two goods will
be produced with the same capital intensity in both countries. The labor
abundant country will of course tend to specialize in the production of the
labor-intensive good and export this good to the capital-rich economy.

1 See, on the older literature, Little, Scitovsky, and Scott (1970), Helleiner (1992), Edwards
(1993), Ffrench-Davis and Agosin (1993).
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However, as long as it produces some of the capital-intensive good, it will
produce it with the same capital intensity that prevails in the capital abundant
country. The value of the marginal product of its labor will be the same as in
the capital-rich economy despite having a comparatively larger labor endow-
ment. As a result, the wage rates in both countries will indeed be identical.

Factor price equalization does not imply the convergence of income or
output per worker since factor quantities will still differ across countries.
However, factor price equalization clearly implies a stronger tendency to
convergence of incomes than is present in a closed economy framework: it is
hard to imagine a world in which wages tend to be equalized internationally
without income gaps being much smaller than in the absence of such a
tendency. Moreover, the tendency to factor price convergence takes place
independently of whether economies are in the steady state or not (in the
Heckscher-Ohlin model capital is mobile across sectors but the overall capital
stock is given and need not be at its steady state value).

Factor price equalization requires a number of restrictive assumptions.
I highlight those which are more relevant for our purposes in this and subse-
quent chapters in which the tendency to factor price equalizationwill not take
place. First, constant returns to scale, as well as both countries having access to
the same technology, are essential. With increasing returns, arising for
example from external effects of the overall capital endowment, the tech-
niques used by the capital abundant country will be more productive in
both sectors and real wages will accordingly be higher in the capital abundant
country. Second, both goods must be produced in both countries. If the
labor abundant country would fully specialize in the production of the
labor-intensive good, the link between relative wages and capital intensities
in the production of the capital-intensive good would be broken and factor
endowments will again play a role in the determination of relative wages.
Third, both factors must enter into the production of both goods.

2. Growth and the Pattern of Specialization in Neoclassical
and New Trade Theory

In the previous analysis of convergence of factor prices, factor endowments
are assumed given. The question we now address is: What is the relationship,
if any, between the pattern of specialization and growth in neoclassical
models? In textbook neoclassical theory, the pattern of specialization is
uniquely determined independently of initial conditions by factor endow-
ments. At the other extreme of the theoretical spectrum, some new trade
theory models treat productivity growth as the result of learning by doing
and assume away factor endowments as a determinant of comparative
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advantage (see for example Krugman, 1987). The pattern of specialization
cannot then be determined independently of initial conditions and history.
Real shocks like a temporary resource boom or monetary shocks like a tem-
porary currency overvaluation, are then all important in its influence on the
pattern of trade specialization. Industrial policy also becomes crucial in acquir-
ing new comparative advantages independently of factor endowment. This
section discusses the assumptions under which these different possibilities
can arise. The discussion shows how different patterns of specialization, con-
sistent with the same factor endowment, can have different dynamic implica-
tions in the presence of multiple equilibria.

The pattern of specialization in a neoclassical model
of a small open economy

Consider a small open economy producing two tradable goods (M and S), both
of which require capital and labor. Technology in these sectors is described by:

M ¼ KM
aLM1�a S ¼ KS

bLS
1�b

where a > b; i.e., sector M is more capital intensive than sector S. GoodM is the
capital good. Labor demand and the profit rate in sector S are given by:

LS ¼ LSðw=pS;KSÞ L0
S1< 0;L

0
S2>0 ð1Þ

rS ¼ rSðpS=pM;w=pSÞ r0S1> 0; r0S2<0 ð2Þ
Labor demand and the profit rate in sector M are determined as:

LM ¼ LMðw=pM;KMÞ L0
M1< 0 L0

M2> 0 ð3Þ
rM ¼ rMðw=pMÞ r0M< 0 ð4Þ

Note that because by assumptionM is the capital good, the profit rate in sector
S is also a function of the terms of trade (pS/pM). In this section, we choose
units such that pS/pM = 1. This implies that for the same product wage, sector
M is always more capital intensive than sector S.

Equilibrium in the labor market implies a uniform wage between the two
sectors, as well as the full employment of the labor force (L): L = LS + LM. The
schedule of labor market equilibrium shows the equilibrium wage as an
inverse function of the capital stock KM, given the overall capital stock and
the full employment assumption. Formally, its equation is obtained by substi-
tuting from the labor demand functions into the full employment condition,
L = LS + LM, setting KS = K – KM. We get: LS (w/pS, K – KM) + LM (w/pM, KM) = L.

The schedule slopes downward in (w, KM) space (see Figure 14.1) since an
increase in KM (and a fall in KS) creates excess supply of labor as the overall
demand for labor falls with capital being reallocated toward the capital
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intensive sector. This requires a fall in the wage to clear the labor market.
Along the schedule the overall stock of capital is held constant. A change in
the overall capital stock thus shifts the position of the schedule. For example,
an increase in the capital stock, holding the overall labor force constant, shifts
the locus upwards: a higher overall capital-labor ratio raises the market-
clearing value of the wage for each given allocation of the capital stock.

Capital is mobile between sectors S and M. Capital market equilibrium
requires the full employment of the aggregate capital stock (K) and equality
between the profit rates in the two capital-using sectors (insofar as the two
sectors coexist): rS (pS/pM, w/pS) = rM (w/pM). In (ln KM, ln w) space, the
schedule of capital market equilibrium is a horizontal line (see Figure 14.1).
Indeed, under our present assumptions, there is a unique value of the wage
independent of the capital stock in sector M that satisfies the condition for
profit rate equalization. This value depends on technological parameters and
the terms of trade but not on factor endowments. A shift in the terms of trade
in favor of the labor-intensive sector (sector S) increases the value of the wage
required for profit rate equalization.

What happens when the economy is off the locus of capital market equilib-
rium? Clearly, the profit rates in the two sectors cannot be equal. If the wage is
higher than its value on the schedule of capital market equilibrium, the profit
rate in the capital-intensive sector is higher than in the labor-intensive sector.
Capital will thus flow towards the capital-intensive sector (M). Below the
schedule, the low wage implies that the profitability of the labor intensive
sector is higher and capital thus flows towards sector S. With labor market
equilibrium obtaining at all times, and given the negative slope of this sched-
ule, the allocation at the intersection of the two loci is then stable (see
Figure 14.1).

ln w

rM = rS

w w’

ln KM

Figure 14.1 The pattern of specialization in a neoclassical model
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The structure of this economy, and the associated pattern of specialization,
depend on technology and the terms of trade, which affect the schedule of
capital market equilibrium, as well as on factor endowments, the overall
capital stock and the total labor force, both of which affect the position of
the schedule of labor market equilibrium. The model thus has a clear-cut
answer to the question of what determines the pattern of specialization.
Given the technology, the terms of trade and the endowment of factors,
there is a unique allocation of resources that satisfies the equilibrium condi-
tions in the labor and capital markets.

The pattern of specialization under increasing returns

We now extend the model to show that, under slightly more general assump-
tions, the analysis of the pattern of specialization suffers from a fundamental
indeterminacy that opens the door to the role of other determinants, includ-
ing institutional factors and policies. This extension can be interpreted as an
amended neoclassical model which allows for the presence of increasing
returns in the production of non-traded inputs. Alternatively, it can be seen
as a new trade theory model—such as Krugman’s (1987) analysis of the Dutch
disease and the “competitive consequences of Mrs. Thatcher”—which aban-
dons the assumption of a Ricardian technology and allows for the presence of
non-traded goods.2

The economy considered produces two tradable goods: good S (identical to
that in the previous model) and good M which is now produced with capital
and non traded inputs. We introduce the assumption of increasing returns to
scale into the model by assuming that the non-tradable inputs are produced
under internal increasing returns and monopolistic competition (just as the
intermediate goods sector of Chapter 8). As shown in Chapter 8, this implies
the following determination of employment in the intermediate goods sector
(I) and of the profit rate in sector M:

LI ¼ LIðw=pM;KMÞ L0
I1 <0; L0

I2> 0 ð5Þ
rM ¼ rMðKM;w=pMÞ r0M1> 0 r0M2< 0 ð6Þ

The main difference with the model of the previous section is that the profit
rate in sector M is now not only an inverse function of the product wage but,
given this wage, a positive function of the capital stock invested in this sector.
This positive effect of the capital stock is due the presence of economies of
scale in sector I. Indeed, a higher capital stock in sector M raises the demand

2 Other related models are in Rodrik (1994), Rodriguez-Clare (1996), and Ciccone and
Matsuyama (1996).
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and output for I-goods; the higher scale of output implies an increase in
productivity which, given the wage, reduces the relative price of intermediate
goods (in terms of M-goods) and thus increases the profit rate in sector M.

How are the schedules of labor and capital market equilibrium affected?
Consider, first, the schedule of labor market equilibrium. At low levels of KM,
the equilibrium wage falls as capital is reallocated towards sector M (just as in
the previous model). When KM is small, sector I is also small and produces at
high costs, given the presence of economies of scale in this sector. The relative
price of intermediate inputs (pI/pM) being very high, the K/I ratio is also very
high despite KM being small in absolute value. With a high K/I ratio, the
“integrated M/I sector” is relatively capital-intensive and a reallocation of
the capital stock towards sector M has the effect of generating excess supply
of labor, thus reducing the market clearing wage. At high levels of KM, when
these values exist, the schedule of labor market equilibrium becomes posi-
tively sloped. The indirect employment effects of the expansion of sector
M can offset the fall in labor demand in sector S. The larger scale of the I-sector
has then made this sector more productive and reduced the relative price
of intermediate goods, making the integrated M/I sector relatively labor-
intensive. With a smaller K/I ratio, the expansion of sector M at the expense
of sector S can then have the effect of generating excess demand for labor and
increasing the market-clearing wage.

The condition for profit rate equalization yields, as before, the schedule of
capital market equilibrium by substitution from the profit rate functions. The
new feature is that the value of the wage required for profit rate equalization is
no longer independent of the allocation of the capital stock. We now have a
locus of (w, KM) combinations, rather than a unique value of the wage, along
which the condition of profit rate equalization is fulfilled. Formally, the slope
of the schedule of capital market equilibrium in (ln w, ln KM) space is:

dln w=dln KM ¼ ½mð1� aÞ=f�=½ð1� aÞð1þ �Þ=f � ð1� bÞ=b�
The case shown in Figure 14.2 assumes b > f which implies (1–a) (1 + �) > (1–b),
i.e., the labor share of the integratedM/I sector is larger than the labor share of
sector S (even though sector M is “directly”more capital intensive than sector
S, in the sense that a > b). In this case, a wage increase (given KM) reduces the
profit rate in sector M more than it does in sector S. An increase in KM (which
affects positively rM) is required to restore the equality of profit rates. This
makes the slope of the schedule positive.3

3 In the other case, we have: b < f. This implies: (1 – a) (1 + �) < (1 – b), i.e., the labor share of the
integrated M/I sector is smaller than the labor share of sector S. The slope of the schedule is then
negative. The analysis of this case is similar to the one shown in Figure 14.2 (see Ros, 2000, ch. 9).
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In the configuration shown in Figure 14.2, the region to the right of the
capital market locus (rM = rS) is one in which sector M is more profitable than
sector S. This is because it is a region where KM is relatively large, at each level
of the wage, and KM has a positive effect on the relative profitability of sector
M. In this region, capital will be flowing towards sector M and thus KM/KS will
increase. In contrast, to the left of the capital market locus rM is lower than rS
and capital is flowing towards sector S. It then follows that the capital alloca-
tion at the intersection of the two loci is an unstable equilibrium.

We can also verify that when the two schedules intersect, this intersection is
unique.4 It follows then that if an intersection exists, there will be two stable
allocations in which the whole capital stock is invested in one of the two
sectors. In one allocation, the economy fully specializes in the production of
good S. Since no I sector will exist, not only the capital stock but the whole
labor force is also employed in sector S. We shall refer to this capital and labor
allocation as the S-equilibrium. In the other allocation, the economy special-
izes in the production and export of good M and, since there will not be an
S sector, the whole labor force is employed in sector I. We call this allocation
the M-equilibrium.

In our economy, an S-equilibrium always exists whether multiple equilibria
exist or not. This is due to the assumption that sector S does not use intermedi-
ate goods produced under increasing returns.5 At low levels of KM, the profit
rate in sector M tends to zero while it remains positive in sector S no matter

ln w

rM= rS

w

ln KM

Figure 14.2 The pattern of specialization under increasing returns

4 This is because the locus of the capital market equilibrium remains steeper than the locus of the
labor market at high levels of KM. Necessary and sufficient conditions are a > b and f > 0.

5 In Rodriguez-Clare (1996), sector S uses non-tradable inputs produced under increasing
returns. We then have three configurations. First, over a range of low values of the aggregate
capital stock, a unique S-equilibrium exists. Then, over a range of intermediate values of the
capital stock, two stable equilibria, with specialization in S and M goods, exist. For high values of
the capital stock, we have a unique M-equilibrium.
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how large the capital stock is. There are thus some capital allocations,
at sufficiently low levels of KM, for which sector S is more profitable than
sector M.

Since an S-equilibrium always exists, it follows that the existence of an
M-equilibrium guarantees the existence of an intersection and, therefore,
ensures the presence of multiple stable equilibria. An M-equilibrium, in
turn, will exist if profitability in sector M, when the whole of the capital
stock is allocated to this sector, is higher than that of sector S (evaluated at
the market clearing wage corresponding to LI = L). Consider, first, the wage in
the M-equilibrium (wM*). From eq. (5), setting LI = L and KM = K and solving
for the wage, we have:

wM* ¼ Gð1=nÞ1�fpMKa=Lf ð7Þ
Substituting from (7) into (6), setting wM* = wM and KM = K, we obtain the
profit rate in the M-equilibrium (rM*):

rM* ¼ aðL=nÞ1�f=K1�a ð8Þ
The profit rate in sector S evaluated at the M-equilibrium wage (rM

s) is
obtained from substitution of (7) into (2):6

rMs ¼ bðpS=pMÞ1=b½ð1� bÞn1�fLf=G Ka�ð1�bÞ=b ð9Þ
From (8) and (9), the condition for rM* > rM

s, and thus for the existence of an
M equilibrium, is:

Ka�b >K*a�b ¼ ðb=aÞbðpS=pMÞ½ð1� bÞ=G�1�bn1�fLf�b ð10Þ
Condition (10) shows that the existence of multiple equilibria depends on the
capital-labor endowment and the terms of trade (pS/pM). For anM-equilibrium
to exist, the aggregate capital stockmust be sufficiently large so that, when the
whole of it is allocated to sector M, the price of intermediate goods is low
enough to make the M sector viable. The threshold value (K*) of the aggregate
capital stock rises with the relative price ratio (pS/pM), which increases
the profitability of sector S. It also increases with the number of firms (n) in
sector I, which adversely affects the profitability of sector M. The effect of the
overall labor endowment on the threshold value of K depends on the sign

6 Note from eq. (9) that the profit rate in sector S, evaluated at theM-equilibriumwages, rM
s, is an

increasing function of the number of producers of I goods (n). A higher number of producers raises
the unit cost of each of the I-goods and reduces the demand for labor in sector I. This has a negative
effect on wM* and therefore tends to increase the profit rate in sector S, which does not use I goods.
This negative effect on the wage is offset in the case of the profit rate in sector M, since a higher
number of producers implies higher costs for sector M: rM* is a decreasing function of the number
of producers.
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of (f – b), i.e., on the size of the labor share of the integrated M/I sector
compared to that of sector S.7

When an M-equilibrium does not exist and there is a unique S-equilib-
rium, the economy clearly has a comparative advantage in good S and
market incentives will lead the economy to specialize in sector S. However,
when an M-equilibrium exists, the existence of multiple patterns of special-
ization consistent with the same factor endowment makes the notion of
comparative advantage equivocal. This indeterminacy opens the door to the
role of other factors—related to history, exogenous shocks, and policies—in
the determination of the pattern of specialization. Indeed, initial conditions
matter now in a way that was absent in the standard neoclassical model,
since depending on the initial allocation of resources the economy will
move to one or another of the two patterns of trade specialization and
remain locked in that pattern. As we shall see later, temporary shocks can
also be decisive and industrial policy, even if transitory, can also make a
substantial difference.

We now assume that the condition for multiple equilibria is fulfilled and
compare the wage and profit rates in the two stable equilibria. In an M-
equilibrium, the wage and profit rate are given by eqs (7) and (8). In an S-
equilibrium, we have KS = K and LS = L. Using eqs (1) and (2), the S-equilibrium
wage and profit rate are:

wS* ¼ ð1� bÞpS ðK=LÞb ð11Þ

rS* ¼ bðpS=pMÞðL=KÞ1�b ð12Þ
Comparing (8) and (12) shows that for rM* to be higher than rS* requires:

Ka�b >K1
a�b ¼ ðb=aÞðpS=pMÞn1�fLf�b ð13Þ

Comparing (10) and (13), we can establish that K* > K1. The assumption of
a > b and the second order condition for a profit maximum among Ii producers
ensure this inequality.8 It follows that when an M-equilibrium exists (K > K*),
the profit rate in this equilibrium is higher than in the S-equilibrium (since
K then is also higher than K1).

7 In Rodrik (1994), the level of skills affects the existence of multiple equilibria. In Rodrik’s
model, the sector producing non-tradable inputs under economies of scale is intensive in skilled
labor. The level of skills then plays a role in the existence of multiple equilibria, along with the size
of the capital stock. A higher level of skills can partly compensate for the high costs arising from a
small market for I goods and thus reduce the size of the capital stock required for the existence of an
M-equilibrium.

8 For K* > K1, the following condition must be fulfilled: (1 – b)/b > [(1 – a)/a] (1 + �) (1 – 1/�). The
assumption a > b implies that (1 – b)/b > (1 – a)/a. For the second order condition for a profit
maximum among Ii producers to be fulfilled, it is necessary that (1 + �) (1–1/�) < 1 (see Skott and
Ros, 1997). Taken together, these inequalities ensure the fulfillment of the condition above.
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Inspection of (7) and (11) shows that for wM* to be greater than wS* the
aggregate capital stock must be such that:

Ka�b >K2
a�b ¼ ð1� bÞðpS=pMÞnl�f Lf�b=G ð14Þ

From (10) and (14), we can establish that K2 > K*.9 The existence of an
M-equilibrium does not guarantee that the wage in the M-equilibrium is
higher than in the S-equilibrium. This requires that the aggregate capital
stock is larger than K2. In this case, with K > K2, and therefore K larger than
K* and K1, anM-equilibriumwill exist and feature both a profit rate and a wage
rate higher than in the S-equilibrium.

Suppose that this last condition (K > K2) is fulfilled and consider two
economies, identical in all respects (including factor endowment, savings
rates, size of the labor force), except for their pattern of specialization. One is
specialized in the production and export of S goods, the other in the produc-
tion of M and I goods. Since it has a higher wage rate and a higher profit rate
(with the same capital endowment), the economy specializing in the produc-
tion of M and I goods has a higher income per capita than the economy
specializing in good S.

In the presence of multiple equilibria, does it make a difference to the
growth rate of an economy whether it adopts one or the other of the two
patterns of trade specialization? In the absence of international capital mobil-
ity, with identical savings rates (as well as population growth rates), it would
appear according to standard neoclassical growth theory, that the economy
with the lower income per capita (that specializing in sector S) should grow at
a faster rate: the parameters determining the steady state value of income
(savings and labor force growth) are the same as in the M-specialization and,
since per capita income is lower, the economy would appear to be further
away from the steady state than that with the M-specialization. Yet, it is clear
that this last economy is the one that grows at the faster rate: with a higher
income and the same capital stock and savings rate, its rate of capital accumu-
lation must be higher than in the economy with the S-specialization. This
higher growth rate is the result of the pattern of specialization: it is the
associated allocation of the capital stock that raises the rate of capital accumu-
lation for a given investment share (given that for the same capital stock its
income level is higher).

The fact that the higher income per worker does not prevent the second
economy from growing faster can be seen from a slightly different perspective.
The economy specializing in M and I goods is converging to a steady state

9 This requires as in the previous case: (1 – b)/b > [(1 – a)/a] (1 + �) (1 – 1/�). The fulfillment of this
inequality is guaranteed by the same conditions as before (a > b, and the second order condition for
a profit maximum among Ii producers).
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different from that of the economy producing S goods. In this steady state, the
capital-output ratio is the same in both economies since by assumption
savings rates and depreciation of the capital stock are the same in both
economies. Total output, however, is larger in the economy specializing in
sector M. The difference is proportional to the difference in capital elasticities
of output in sectors M and S.10 This steady state income gap is the result of
their different patterns of specialization which appears here thus as an add-
itional determinant of the steady state level of income.

In the presence of international capital mobility the growth advantage is
likely to be enhanced since capital will be flowing to the economy with the
higher return to capital and, as we have seen, the mere existence of multiple
equilibria ensures that the profit rate in the M-specialization is higher than in
the S-specialization. With a higher profit rate and capital mobility, the invest-
ment share itself is likely to be higher in the M-specialization.

3. Growth Effects of Industrial Policies and Long-term
Consequences of Temporary Shocks

Policy implications: the growth effects of industrial policies

Many developing countries have adopted industrial policies in an attempt to
accelerate the rate of industrialization and economic growth. The results have
been mixed, if we are to judge from the variety of growth performance under
similar policies. This explains why the effectiveness of these policies is contro-
versial and why widely different views coexist on whether they made a differ-
ence and, if so, whether this was positive or negative. This is the case even
though observers and policymakers alike have amply documented the role of
industrial policy in fostering a fast rate of industrialization in East Asia and
Latin America (see, on the subject, Amsden, 1989, 2001;Moreno-Brid and Ros,
2009; Rodrik, 1994; and Wade, 1990). An important reason for this state of
affairs seems to be that consensus is lacking on precisely the key issue of how
and under what conditions industrial policy can significantly alter the rate of
capital accumulation and growth. The analytical framework presented here
may help in clarifying this question.

In models with a unique equilibrium whether of the neoclassical or new
trade theory varieties, i.e., with constant returns or increasing returns to scale,
the economy has a clear comparative advantage in one of the sectors in which
it can specialize. Market incentives, unassisted by policy, lead the economy to

10 In the presence of differences in the size of the labor force, the difference in the steady state
level of income would also be proportional to the size in the labor force (due to the existence of
increasing returns to scale in sector I).
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specialize in the production of those traded goods in which it has a compara-
tive advantage. It may even be argued that industrial policy can hardly
improve on the market outcome. In the model with increasing returns, if a
unique M equilibrium exists industrial policy is not needed in order to
move the economy towards this pattern of specialization. And, if a unique
S equilibrium exists a policy that succeeds in reallocating resources towards
sector Mwill lead to a fall in the wage compared to that in the S-specialization.
The profit rate is also likely to fall, especially if the aggregate capital stock is
small and the costs of intermediate goods are high, as a result. With a profit
rate in sector M lower than in sector S—evaluated at market wages and prices
of intermediate goods—the policy-induced changes in relative prices required
to make sector M viable would imply a further reduction of the wage. The
M-specialization, in this case, will not feature a growth rate higher than that
in the S-specialization. Ultimately, again, this is due to the fact that an
M-equilibrium does not exist.

The scope for policy intervention is very different over that range of inter-
mediate levels of the aggregate capital stock that are large enough to make a
coordinated development of the M and I industries viable, yet insufficient for
any individual firm to be profitable in isolation in sector M. Over this range,
the economy is in a transition between different patterns of trade specializa-
tion; a transition inwhich old comparative advantages are being eroded, while
the new ones are only slowly emerging. In this transition, as long as the low-
level equilibrium exists, market incentives are unlikely to move the economy
to the high growth path associated with the superior equilibrium. This is
simply because the slow growth path is locally stable.

The terms of trade affect the existence of multiple patterns of specialization,
alongside the size of the capital stock and the level of skills (see the condition
in (8)). To illustrate the role of the terms of trade, consider an economy
specialized in labor-intensive goods and suppose that, over time, the entry
of new low-cost producers in the international market tends to reduce the
relative price of S goods. This has the effect of generating an M-equilibrium
without, at the same time, making the economy move towards this high level
equilibrium. The economy is, in a sense, losing its competitiveness in S goods,
without at the same time acquiring a comparative advantage in M goods. This
may describe the situation of a number of semi-industrialized “sandwich
economies” facing a stiff competition from new low-wage producers of
labor-intensive goods while still being unable to compete with the more
efficient producers of capital-intensive goods in the advanced industrial econ-
omies.11 The economy in transition with declining terms of trade is likely to

11 If we assume that good S is a primary good, the transition can be interpreted as describing the
balance of payments problems and, eventually, the beginning of industrialization in resource-
abundant countries facing declining terms of trade for their primary exports.

Growth Effects of Industrial Policies and Consequences of Temporary Shocks

311



remain largely specialized in the production of the labor-intensive S-goods.12

This is so simply because the S-specialization is a locally stable equilibrium: no
individual investor in isolation will find the investment opportunities in
sector M more attractive than those existing in sector S. In this transition,
this economy will suffer a slowdown of its rate of growth, as a result of the
decline in the relative price of S goods. As shown by eqs (2) and (12), the
profit rate in this economy is an inverse function of the relative price of
M goods. Insofar as the rate of accumulation depends on profitability, the
decline in the relative price of S goods will adversely affect accumulation and
growth. The slowdown in the accumulation of capital will in turn prolong
the transition towards the capital stock necessary to make the production of
M-goods spontaneously profitable. Under this “slow-growth trap”, policy
intervention can make a substantial difference to the growth rate in the
medium term.

From the perspective of the model with increasing returns and multiple
equilibria, the very high rates of economic growth achieved by industrializing
late-comers in the post-war period can be seen as the result of having success-
fully ‘traversed’ the sequence of transitions between different patterns of
specialization that were faced in the road to modern industrialization,
avoiding the slow growth traps characteristic of those transitions. If our
analytical framework has some validity, it is hard to see how, without the
policy interventions that accelerated those transitions, a market-driven devel-
opment model could have produced the extremely high growth rates charac-
teristic of East Asia as well as, although growth was less fast, the rapid
economic development in a few Latin American countries from 1940 to the
early 1980s.13

Long-term effects of transitory shocks

In the neoclassical model, factor endowments, technology and terms of trade
determine a unique pattern of specialization. A transitory change in the terms
of trade (or in the availability of natural resources in a more general model)
will have transitory consequences. That is, once the terms of trade return to

12 Until, that is, it eventually reaches the high levels of the capital stock that make sector
M clearly profitable from the point of view of individual investors and unless the price of
S-goods falls rapidly to such an extent as to eliminate the S-equilibrium.

13 Rodrik’s (1994) argument about South Korea and Taiwan fits particularly well with our
framework. According to him, the distinguishing feature of these countries growth experiences
was a sharp and sustained increase in their investment rates in the early 1960s. Through an array of
government interventions, by subsidizing and coordinating investment decisions, government
policy was successful in reallocating resources towards modern capital-intensive industries. With
increasing returns in these activities, this reallocation raised the rate of return on capital and
pushed the economy into a high growth path. The relatively high level of skills of the labor force
in both countries was a condition for the success of industrial policy.
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their original level or the newly discovered resources are exhausted, the econ-
omy will return to the original pattern of specialization.

This is no longer true in a model with multiple locally stable equilibria.
Consider, for example, an economy with two equilibria (S and M) which is
specialized in sector M. A temporary shock changes the terms-of-trade in favor
of sector S. The locus of capital market equilibrium shifts outwards. Suppose
that the shock makes the M-equilibrium disappear. Market incentives lead the
economy to specialize in sector S. When later the terms of trade return to their
initial level, two equilibria will again exist. However, the economy will remain
locked-in the S-equilibrium since this pattern of specialization continues to
exist and is a stable equilibrium. The reader will recognize here the concerns
about the ‘Dutch disease’ if we interpret sector S as a resource-intensive sector
and sector M as a manufacturing sector.14

The Dutch disease is an example of a transitory real shock. Similar conse-
quences may follow from transitory monetary shocks which, in the presence
of sluggish nominal wage adjustments, lead to a temporary real overvaluation
of the domestic currency. This may be caused by a tight monetary policy (as in
Krugman, 1987), or a trade liberalization uncompensated by a devaluation (as
in Ros and Skott, 1998). Suppose, for example, that a tight monetary policy
brings about a nominal appreciation of the domestic currency which, with
sluggish wage adjustments, causes a real overvaluation. The price of non-
traded goods relative to tradables increases causing a reduction in the profit-
ability of sector M relative to that of sector S, which uses the non-tradable
inputs less intensively. A sufficiently large shock of this type can make the
M-equilibrium temporarily disappear and push the economy towards the
S equilibrium. When goods and labor market equilibrium is reestablished
the economy may then remain locked-in the S-equilibrium despite the fact
that factor endowments, technology and the terms of trade between S and
M goods have remained unchanged throughout the process of adjustment.
The same mechanisms are present in Ros and Skott (1998) (see also Frenkel
and Ros, 2006) which use an open economy version of the Lewis-Rosenstein-
Rodan model of Chapter 7 with sluggish nominal wage adjustments to show
how depending on the degree of exchange rate overvaluation following a
trade liberalization the economy can deindustrialize or continue on an indus-
trialization path. All these contributions elaborate on the profitability chan-
nel, discussed in Chapter 11, through which the real exchange rate affects
long-term growth in the presence of increasing returns to scale.

14 For an analogous example with a Ricardian technology and a continuum of goods, see
Krugman (1987).
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4. Empirical Evidence on Trade, Trade Policies, and Growth

Recent empirical research on trade and development has focused on three
different questions. The first is whether an expansion of international trade
generally raises output and growth. The second is whether international trade
barriers inhibit or foster economic growth. The third is whether the pattern of
trade specialization affects economic growth. Harrison and Rodríguez-Clare
(2010) survey of nearly 200 studies of the relationships between trade
volumes, trade policies and growth conclude that most studies find a positive
relationship between trade volumes and growth, i.e., they give a positive
answer to the first question. The second question is clearly a different question
from the first for while a reduction of trade barriers may lead to an increase in
trade volumes that is not the only thing that trade policies do. They may also
change the pattern of specialization in international trade which, as we have
seen in this chapter and Chapter 9, can have important implications for
economic development.

It is thus clear that the second and third questions are the ones with growth
policy implications. This question has been investigated empirically since the
1960s by means of country studies, econometric analysis of the relationship
between export expansion and economic growth and cross-country growth
regressions.15 The successive surveys on the results of this empirical research
reach inconclusive verdicts. Referring to the research on growth in outward
versus inward oriented development experiences, Pack concluded his review
of the research of the 1970s and 1980s as follows: “to date there is no clear cut
confirmation of the hypothesis that countries with external orientation bene-
fit from greater growth in technical efficiency in the component sectors of
manufacturing” (Pack, 1990, p. 38). Similarly, Bhagwati, a prominent advo-
cate of export promotion, recognized the lack of hard evidence for some of the
dynamic effects claimed for outward orientation: “Although the arguments
for the success of the EP [Export Promotion] strategy based on economies of
scale and X-efficiency are plausible, empirical support for them is not avail-
able. The arguments on savings and innovation provide a less than compel-
ling case for showing that EP is necessarily better on their account than IS
[Import Substitution]” (Bhagwati, 1988, pp. 39–40).

Some years later, Edwards’s evaluation of the literature on the relationship
between exports and growth was also inconclusive: “[M]uch of the cross-
country regression-based studies have been plagued by empirical and

15 See Hallaert (2006) for a comprehensive history of the empirical literature on trade and
growth from the OECD (Little et al., 1970) and NBER (Krueger, 1978; Bhagwati, 1978) country
case studies of the 1970s to the recent literature on the role of complementary policies in processes
of trade liberalization.
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conceptual shortcomings. The theoretical frameworks used have been increas-
ingly simplistic, failing to address important questions such as the exact
mechanism through which export expansion affects GDP growth, and ignor-
ing potential determinants of growth such as educational attainment. Also,
many papers have been characterized by a lack of care in dealing with issues
related to endogeneity and measurement errors. All of this has resulted, in
many cases, in unconvincing results whose fragility has been exposed by
subsequent work” (Edwards, 1993, p. 1389).

Then in the 1990s the literature on cross country growth regressions
attempted to explain differences in growth rates through a number of struc-
tural, policy and geographical indicators. While in a number of specifications
of these regression equations trade policy and openness variables turned out
to have a positive effect on growth (such as Dollar 1992; Sachs and Warner,
1995a; Edwards, 1998), a detailed survey and critique of this evidence suggests
that these results are unconvincing (Rodriguez and Rodrik, 2001). More pre-
cisely, Rodriguez and Rodrik (2001) argue that the strong results in these
studies arise from misspecification and the use as measures of openness of
institutional and policy variables that have an independent and detrimental
effect on growth. For example, the distortion of domestic relative to inter-
national prices used by Dollar (1992) is highly sensitive to exchange rate
distortions and thus to macroeconomic misalignment while the explanatory
power of the openness variable constructed by Sachs and Warner (1995a) is
due to inclusion of the black market currency premium, a variable condi-
tioned by macroeconomic policy, and state monopoly on exports, which
is strongly correlated with location in Africa. More recently, Harrison and
Rodriguez-Clare (2010) find that, by contrast with the studies on trade
volumes and growth, those focusing on the relationship between trade pol-
icies (tariffs and indices of trade restrictions) and economic growth find weak
or insignificant effects.

One natural explanation of the fragility of the empirical relationship
between trade policies and growth, coming out from this chapter and
Chapter 9 and the literature on trade and endogenous growth, is that the
effects of greater openness to international trade on growth are contingent
on the pattern of specialization. That is, ultimately the reason for the fragility
of the relationship is that freer trade may contribute to growth or not
depending on the structure of static comparative advantages that an economy
has at a point in time and the dynamic potential of this structure. This is also
the conclusion of several models of endogenous growth in open economies
which have formalized old ideas on infant industry protection showing that
whether trade promotes growth or not depends on whether the forces of
comparative advantage push the economy to allocate more resources to
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sectors with increasing returns to scale and knowledge externalities or
whether they prevent the development of such activities.16

This leads us directly to our third question on the effects of the pattern of
specialization on economic growth.17 The available empirical evidence on this
question points in the direction of an affirmative answer. For example, Ros
(2000, ch. 9) finds a positive relationship between the investment share and
the rate of growth of output per worker, on one hand, andmanufacturing bias
in trade measured by the Chenery and Syrquin index of trade orientation, on
the other. Hausmann et al. (2005) show that the level of technological sophis-
tication of a country’s exports relative to its per capita income is a good
predictor of a country’s subsequent growth. The evidence on the effects of
natural resource abundance on the pattern of specialization and growth is also
relevant to this question and shall be reviewed in the next chapter. This is why
future research on trade and growth is likely to be more productive if it focuses
on contingent relationships as suggested by Rodriguez and Rodrik (2001) and
Helpman (2004). That is, to address questions such as: Do trade restrictions
operate differently in low versus high income countries? In small versus large
countries? In countries with a comparative advantage in primary products
versus those with comparative advantage in manufactured goods? (Rodriguez
and Rodrik, 2001, p. 317).

16 See, in particular, Grossman and Helpman (1991), Matsuyama (1992), and Feenstra (1996).
17 Another direction taken by recent research to explain why the relationship between freer

trade and growth is fragile is to investigate the set of conditions under which greater openness to
international trade can be successful, such as the role of barriers to entry in industries,
infrastructure development, and labor market flexibility (see Harrison and Rodríguez-Clare,
2010). I will come back to this subject in Chapter 17.

Trade and Development

316



15

Developmental Effects of Natural Resource
Abundance

One important determinant of the pattern of specialization in international
trade, besides trade and industrial policies, is the natural resource endowment.
How does the natural resource endowment affect economic growth? Does the
abundance of natural resources promote or hinder economic development in
an open economy? This chapter discusses the very different views that have
been advanced on this issue. This includes the view that specialization in
resource intensive goods can be harmful to industrialization and growth—as
argued by Graham (1923), the Prebisch-Singer thesis on the terms of trade for
primary commodities and the modern literature on the “Dutch disease”—and
the opposite view, present in Hla Myint’s (1958) “vent for surplus” approach
to trade and development and the “staples thesis” of Canadian economic
historians, for which exports of resource-intensive goods can turn into an
engine of growth and transformation. We analyze in this chapter the key
assumptions made in each of these contrasting arguments, focusing on the
role of returns to scale, international factor mobility, and the domestic link-
ages of resource intensive sectors.

The recent literature on the subject has taken two directions. First, some of
the theoretical literature has tended to emphasize the effects of natural
resource abundance on growth that operate through the emergence and
functioning of institutions more or less favorable to economic development
rather than focusing on the direct economic mechanisms as did the earlier
literature.1 I shall leave aside these contributions, making a reference to them

1 On the subject, see Gelb (1988), Ross (1999), and Auty (2001). Lane and Tornell (1996) and
Tornell and Lane (1999) present models in which a natural resource boom encourages rent-seeking
behavior and generates a slowdown in economic growth. Institutional characteristics and weak
domestic linkages are also the basis for the distinction between “point source” natural resources—
such as oil or minerals—and plantation crops with highly detrimental developmental effects and
those that are “diffuse”, such as livestock or agricultural goods produced by small family farms. See
on the subject Perala (2002).



in Chapter 17 on institutions, and focus on the particular economic mechan-
isms through which natural resource abundance and primary exports may
help or hurt industrialization. A second direction is that the recent empirical
literature on the subject has questioned previous empirical findings that had
led to the conclusion that natural resource abundance had mostly negative
effects on long-term growth. In its final section, the chapter examines the
empirical evidence on the developmental effects of natural resource
abundance.

1. Different Income Elasticities of Demand
and the Prebisch-Singer Thesis

A first difference among tradable goods refers to their income elasticity of
demand. This is the key difference between primary and manufacturing
goods, albeit not the only one, emphasized by the Prebisch-Singer thesis and
subsequent North-South or Center-Periphery models.2 In what ways do the
income elasticities of demand in foreign trade affect the terms of trade and
the growth rates of the Center specializing in manufacturing exports and the
Periphery specializing in primary goods?

The Prebisch-Singer thesis in a Center-Periphery model

Let’s look into this question using a model inspired by Prebisch’s argument
and based on the contributions by Taylor and Dutt to the literature on North-
South models (see previous footnote). The model distinguishes a North that
features a Keynes-Kalecki economy with excess capacity and demand con-
strained output and a Lewis-type Southern economy with output determined
at full capacity, limited by the capital stock, a fixed real wage, and surplus labor
(or, more precisely, open unemployment). In both economies, output is
produced with capital and labor in fixed coefficients.

Besides this specification of production conditions, the model is similar to
the two-country model presented in Chapter 10 to discuss Thirlwall’s law. The
central common feature is that the North, as the foreign country in
Chapter 10 model, exports a good with a relatively high income elasticity of
demand (a manufacture) while the home country (the South in the present
model) exports an income inelastic primary good.

The long-term dynamics of growth and the terms of trade are shown in
Figure 15.1 which reproduces Figure 10.8 in Chapter 10. The horizontal line

2 North-South models were originally developed by Findlay (1980, 1981), Taylor (1981, 1983),
and Molana and Vines (1989). In this section, I rely on Dutt (2003).
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gN shows the rate of accumulation of the North as independent of the terms of
trade given the assumption that the Northern good is the only one used as an
investment good. The gS line with positive and constant slope shows the rate
of accumulation of the South as an increasing function of the Southern terms
of trade, given the positive effect of the terms of trade on the value of Southern
savings measured in terms of the capital good.

To illustrate Prebisch’s argument, suppose that the South specializes in
income inelastic primary goods while the North specializes in manufactures
with unit income elasticity of demand. Consider an initial short-run equilib-
rium, with given capital stocks (KS and KN) and terms of trade (Po) such that
the two regions grow at the same rate gS = gN. We thus have gS > eNgN so that
P falls over time. The reason for this decline in the Southern terms of trade is
that since the income elasticity of demand for the Northern good is higher
than that for the Southern good, demand for the Northern good is growing
faster. As the terms of trade deteriorate for the South, the South’s rate of
accumulation falls. This moves gS closer to eNgN until eventually P reaches a
stationary value at P*. In this long-run equilibrium, the South will be growing
at a permanently lower rate tan the North. The pattern of specialization in
income inelastic primary goods condemns the South to a lower rate of growth
than the North.

The model helps clarifying the assumptions necessary for the Prebisch-
Singer thesis to prevail. For the terms of trade for primary goods to decline
over time converging to a long-run equilibrium with unequal development, it
is not enough to have an income elasticity of demand for primary goods that is
less than that for manufactures. If the gap between Northern and Southern

gN gS

eN gN

P1 P∗ Po P

gS

gN

Figure 15.1 Long-run dynamics of the terms of trade and capital accumulation
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growth rates is large enough (in favor of the North), the evolution of the terms
of trade will be over time favorable to the primary exporting countries of the
South. To see this, consider an initial short-term equilibrium at P1 to the left of
the long-run equilibrium terms of trade (P*), featuring a Northern growth rate
well above the Southern growth rate (see Figure 15.1). The terms of trade will
thenmove in favor of the South as the gap in growth rates more than compen-
sates for the fact that Southern exports are less income elastic than Northern
exports. In this case, the capacity for accumulation of the Periphery increases
in the process of adjustment to the steady state.

Another key assumption in the Prebisch-Singer thesis (just as in Thirlwall’s
law as discussed in Chapter 10) is the large economy assumption. North-South
models are typically two-good, two-factor and especially two-country models.
In their application to particular individual countries, this is a major short-
coming as the models do not recognize that the vast majority of Southern
economies (in number at least) are rather small open economies whose
growth does not affect by and large the terms of trade they face in inter-
national markets.

2. The Dutch Disease and the Deindustrialization Effects
of Resource Abundance

A second difference between resource intensive commodities and manufac-
turing goods refers to production conditions. It is worth introducing the
subject with a quote from a celebrated and controversial article by Graham
(1923). In this article, which is best known for having argued that increasing
returns to scale could justify protection, Graham noted that:

The principle just laid down may go far to explain why regions of slender natural
resources devoted to manufactures often surpass in prosperity regions of much
greater natural resources where extractive industry prevails, tho no great difference
exists in native ability of their respective populations. (Graham, 1923, p. 215)

Graham illustrated his argument with a reference to the prosperous manufac-
turing East versus theWest of the United States at the time when the latter was
“almost solely devoted to extractive industry”. The key assumptions behind
the principle to which Graham refers are the presence of increasing returns to
scale in manufacturing and the role of profits as the major source of capital
accumulation, both of which are explicitly stated in his 1923 article. The
mechanism involved is that, in a long-run equilibrium, a land-rich economy
will have a larger natural resource-intensive sector and a smaller increasing
returns industry. The negative effect on productivity of its smaller manufac-
turing sector can then result in lower living standards.
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Graham’s insight has a close affinity to Dutch disease models. Concern with
the Dutch disease arises primarily from the real exchange rate effects of a
natural resource boom (or of a surge in capital inflows) and the negative
implications for long-term growth of the resulting contraction of industrial
output, investment, and employment. These implications are negative to the
extent that economic development is associated with the growth of modern
tradable goods sectors operating under increasing returns to scale. The expan-
sion of these activities generates endogenous productivity growth, within
these sectors and elsewhere in the economy, due to the presence of internal
economies of scale as well as positive external effects such as learning by doing
externalities. In what follows I discuss the mechanisms through which a
natural resource boom can lead to deindustrialization.

Real appreciation and indirect deindustrialization

Consider a small open economy with two tradable good sectors, agriculture
(A) and manufacturing (M). Both sectors use labor (L) and there are two
specific factors: land (T) in sector A and capital (K) in sector M. Agriculture
operates under constant returns to scale and there are increasing returns to
scale in manufacturing. The production functions are:

A ¼ BTbLA
1�b M ¼ ð~KÞ� KaLM

1�a

where (~K)� is the external effect of the average capital stock. Both goods are
consumed and, in addition, good M can be invested. Labor is intersectorally
mobile.

Along with sectors A and M, a sector S produces non-tradable consumer
services by means of labor under constant returns:

S ¼ LS ð1Þ
A fraction (q) of the rents (R) generated in sector A is spent on non-tradables
(we ignore, for simplicity, consumption of services by sector M):

pSS ¼ q R ¼ q Rðw;T;pAÞ R1 <0;R2;R3 >0 ð2Þ
where pS is the price of non-tradables in terms of good M. With a uniform
wage rate, and given production conditions in sector S, this price is the same as
the manufacturing product wage (w). Substituting from (1) into (2) and solv-
ing for LS:

LS ¼ ðq=wÞRðw;T;pAÞ ð3Þ
which shows the level of employment in the non-tradable goods sector as an
inverse function of the wage, and an increasing function of the land endow-
ment and the relative price of agricultural goods. Using (3) and the full
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employment condition (L = LA + LM + LS), the schedule of short-run equilibria
is given by:

L ¼ LAðw;pA;TÞ þ LMðw;KÞ þ ðq=wÞRðw;T;pAÞ ð4Þ
As usual, the w curve is upward sloping in (ln w, ln K) space. A larger capital
stock generates in equilibrium higher real wages through its effect on the
demand for labor in manufacturing. The position of the curve depends on
the natural resource endowment and relative prices. An increase in the relative
price of agricultural goods or an increase in the supply of land, both shift the w
curve upwards: given K, both of these factors increase the demand for labor in
agriculture and services. Labor market equilibrium requires a reallocation of
labor away from manufacturing and the wage in manufacturing must rise in
order to make this possible. The result is as expected: a greater abundance of
natural resources, given other factor endowments, makes the country more
prosperous, if we take the real wage, as we shall in what follows, as a general
indicator of living standards.

However, other factor endowments will not remain constant, at least not
the capital endowment which changes over time and in the long-run equilib-
rium will be determined endogenously at the intersection of the w and w*
schedules. Assuming a stationary labor force and no exogenous technical
progress, the steady state condition simplifies to the equality between the
rate of capital accumulation (I/K) and the depreciation rate of the capital
stock (�): I/K = �. Assume the rate of capital accumulation to be an increasing
function of the profit rate in manufacturing. Since, given the wage, the profit
rate is an increasing function of the capital stock in the presence of increasing
returns to scale, the w* schedule is upward sloping as depicted in Figure 15.2.3

Consider now the effects of a more abundant supply of land. This, as we
have seen, shifts the w curve upwards due to a higher demand for labor in
sector A and a higher demand for non-tradables which results from the
spending of land rents. This second effect is the spending effect in Corden
(1984). This is a novel aspect brought in by the presence of non-tradable
goods which implies that the w curve would shift upwards even if the
resource-intensive sector did not use labor directly. The spending out of
higher rents leads to a higher relative price of non-tradables and, thus, to a
real exchange rate appreciation.4 At the initial level of the capital stock in
manufacturing, labor market equilibrium requires a reallocation of labor away
from manufacturing and into services. If, in addition to being demanded by
sector A, non-tradables were used as inputs into manufacturing with a

3 I am assuming away, for simplicity, the possible influence of the propensity to save out of rents
on the rate of accumulation. For the more general case, see Ros (2000, ch. 8).

4 The real exchange rate is defined as the price ratio between tradable and non-tradable goods.
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relatively inelastic demand, the adverse effects on manufacturing output and
employment would, of course, be stronger. The profitability squeeze in manu-
facturing slows down capital accumulation and leads to a long-run equilib-
rium with a smaller manufacturing sector and larger natural resource and
service sectors. As a result of the adverse effects of deindustrialization on
productivity, the real wage in the new long-run equilibrium is lower than
initially (see Figure 15.2).

It is important to point out that the natural resource boom need not be
permanent in order to cause adverse developmental effects. In the presence of
multiple equilibria, as we have seen in Chapter 14, a transitory real exchange
rate appreciation resulting from a temporary resource boom can shift the
pattern of specialization of an economy in an irreversible way and lock in
the economy permanently as an exporter of primary goods.

Intersectoral capital mobility and direct deindustrialization

Consider now the effects of a natural resource boom in the presence of
intersectoral capital mobility. We leave aside non-tradables and modify the
production side of the model to allow for the use of capital in the resource-
intensive sector (and neglect, for simplicity, labor input in this sector). This
sector is thus an extractive industry (E) using capital and land (mineral land,
specific to this sector) with a Cobb-Douglas technology: E = KE

b T1–b. Manu-
facturing is identical to the earlier definition, except for the assumption that it
operates under constant returns to scale. This assumption will highlight that
the mechanisms involved in the contraction of manufacturing and the reduc-
tion of real wages are, in this case, independent of the presence of increasing
returns. Technology in sector M is thus described by: M = KM

a L1–a

K1 ln KKo

ln w

w

w∗

Figure 15.2 Deindustrialization effects of greater abundance of natural resources
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There are thus two specific factors: land in sector E and labor in sector M,
with both sectors now using capital. With no intersectoral capital mobility,
profit rates in these two sectors would generally be different since they include
quasi-rents associated with the given capital stocks. Given the production
functions in the two sectors, the short-run profit rates would be such that:

rEKE ¼ ½b=ð1� bÞ� Ł T ð5Þ
rMKM ¼ ½a=ð1� aÞ�w L ð6Þ

The wage rate (w) and rent per unit of land (Ł) are determined by equilibrium
in the labor and land markets. Hence, we have:

T ¼ Td ¼ KE½ð1� bÞpE=Ł�1=b ð7Þ

L ¼ Ld ¼ KM½ð1� aÞ=w�1=a ð8Þ
With capital mobility, quasi-rents will tend to disappear and profit rates
become equalized. In equilibrium, the amount of capital invested in sector
E must yield a profit rate equal to that obtained in sector M. The common
profit rate (r), and the associated composition of the capital stock, must then
satisfy:

K ¼ KE þ KM ð9Þ

KE ¼ ðb pE=rÞ1�b T ð10Þ
r ¼ rMðwÞ r0M <0 ð11Þ

where (10), obtained by eliminating Ł from (5) and (7), expresses the relation-
ship between capital and profit rate in sector E, and (11) shows the profit rate
in manufacturing as an inverse function of the product wage.

Substituting (11) into (10) and using (9) yields the equation of a schedule of
capital market equilibrium in (w, KM) space:

KM ¼ K� ½b pE=rMðwÞ�1�b T ð12Þ
The wage rate and the capital stock invested in manufacturing are inversely
related along this schedule (see Figure 15.3). A higher wage rate implies a lower
profit rate in manufacturing (the labor-using sector). Restoring the equality
between the two profit rates requires a reallocation of capital towards the
resource-intensive sector (which reduces the profit rate there). To determine
the wage rate and KM simultaneously, we need to bring in the locus of labor
market equilibrium. This is given by eq. (8), showing the usual positive
relationship between the wage and the capital stock.

Consider the effects of a resource boom starting from an initial equilibrium
at point A in Figure 15.3. The resource boom is caused by an increase in T or in
pE. In either of these cases, profitability in sector E rises at the initial level of
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the capital stock (KE). In terms of Figure 15.3, the result is a downward shift in
the capital market equilibrium locus: for each level of the wage, capital moves
from the M to the E sector. The new equilibrium at B thus features a smaller
capital stock in manufacturing and a lower wage. Corden (1984) labels this
resource movement direct de-industrialization, because it is independent of the
real exchange rate appreciation. Indeed, without non-tradable goods, there is
no spending effect and no change in the price of tradable relative to non-
tradable goods.

The reduction in real wages from A to B is not the result of a fall in
manufacturing productivity under increasing returns to scale. The contraction
is due to the fact that the higher profitability of sector E causes labor demand
to fall following the reallocation of capital away from the labor-intensive
sector. With the given labor supply, the equilibrium wage falls in order to
clear the labor market.

It is easy to see that, in the presence of non-tradable goods, a second
resource movement will take place that counteracts the fall in labor demand
but exacerbates the contraction of manufacturing. The spending effect will
increase the relative price of non-tradables and wages, causing profitability to
fall in manufacturing. Capital then moves from manufacturing to the
resource-intensive sector. This is indirect de-industrialization (see Corden and
Neary, 1982; Corden, 1984). Unlike direct de-industrialization, it results from
the real appreciation of the exchange rate caused by the spending effect and
depends on its strength. In terms of Figure 15.3, it arises from the upward shift
in the schedule of labor market equilibrium that leads to a new equilibrium at
Cwhich features a higher real wage but a capital stock inmanufacturing that is
even lower than at point B.

A

C

B

w

L = LD

rM = rE

KM

Figure 15.3 The Dutch disease with intersectoral capital mobility
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Latin America’s early Import Substitution Industrialization

An interesting implication of these models is that a fall in exports of primary
products may accelerate industrialization. The fall in the profitability of the
primary export sector and the resulting contraction in the demand for non-
tradables will cause resource movements and a real depreciation that can
stimulate capital accumulation in manufacturing. Since, in the model, manu-
facturing is the importables sector, its expansion will appear as a spontaneous
process of import substitution. Economists and historians in Latin America
have noted these mechanisms in operation during the 1930s. Then, the
collapse of primary product export prices and volumes led to sharp real
depreciations which, often coupled with protective tariffs, triggered the begin-
ning of the so-called early phase of import substitution in light manufacturing
in a number of Latin American countries.

It was this process of spontaneous import substitution that Prebisch
observed in the 1930s and recommended to accelerate, through protectionist
measures, in the post-war period. Paradoxically, at first sight, Prebisch should
have welcomed the lower terms of trade for primary commodities, as this
trend was beneficial rather than harmful to industrialization in the periphery.
Upon reflection, Prebisch is quite consistent: he saw as harmful the fall in the
terms of trade that was caused by the expansion of the supply of primary
products (as noted by Bhagwati, 1985). In the face of inelastic demands for
primary goods, this expansion led to a skewed distribution of the gains from
trade that favored the industrial centers of the world economy (see section 1 in
this chapter). This conclusion is quite consistent with the view that a reduc-
tion in world demand for primary products could and would change the
pattern of specialization of the periphery in favor of manufacturing activities.
This is what, in a less traumatic way, a protective tariff on manufactures
can achieve: by changing the (domestic) terms of trade against the resource-
intensive sector, it induces an expansion of the manufacturing sector.

The raw materials export boom of the past decade in South America

The years 2000s, especially after 2003 and before the “Great Recession” of
2009, witnessed a resumption of growth in the large or medium size econ-
omies of South America, led by a process of rapidly expanding exports and a
medium-term improvement in the terms of trade of primary goods. Peru, a
mineral exporter, led the growth table with an astonishing 20 percent annual
growth in export value and a GDP growth rate of nearly 6 percent from 2000
to 2008 while other South American economies show also high export
growth, respectable GDP growth rates and a favorable evolution of the terms
of trade, especially in the case of Chile which recorded a sharp terms of trade
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improvement (see Ros, 2012). These processes are part of an acceleration of
growth in the periphery of the world economy specializing in the production
and export of primary goods that is closely associated to the emergence of
China, a gigantic and extremely dynamic economy, as a new industrial center
and formidable purchaser of agricultural products, minerals, copper, and
other raw materials in the world economy. China’s share in the total exports
of the main South American exporters of primary goods has been rising
sharply since 2000 suggesting an important role for China’s growth in the
expansion of South America’s exports.5

While the dynamism of the Chinese economy and of the world demand for
raw materials have had so far favorable short-term effects on the economic
growth of South American countries, the medium and longer term develop-
mental consequences of the raw materials export boom depend on its effects
on real exchange rates and the profitability of the non resource intensive
tradable goods sectors, that is on whether a Dutch disease is developing in
the region. So far, the raw materials export boom has been accompanied by a
substantial appreciation of real exchange rates in Latin America sometime
after the beginning of the past decade, only briefly interrupted by the tempor-
ary depreciations that took place in 2008 an early 2009 as a consequence of
the international financial crisis, the “flight to quality”, and the increase in
risk spreads in emerging markets. In a group of six South American primary
exporters (Argentina, Brazil, Chile, Colombia, Peru, and Uruguay), real
exchange rates in 2010 were, with the exception of Argentina, similar or
lower than the minimum levels of the 1990s and well below (including
Argentina) the average levels of 2002–8 (see Frenkel and Rapetti, 2012). This
is why the primary exports boom has led to a decline in the profitability of the
industrial sector: in the great majority of the six South American countries,
unit labor costs in dollars tended to increase after 2002–3 in a substantial and
sustained way suggesting that, at least for the labor intensive tradable goods
sectors, there is an important problem of competitiveness and profitability.
The result has been a generalized process of deindustrialization as the expan-
sion of the natural resource intensive sectors appears to have had a Dutch
disease effect. As shown in Table 15.1, the only countries that have not
suffered from a sharp fall in the share of manufacturing in GDP are mostly
those in Northern Latin America that are exporters of manufactures with the
United States market as the main destination.

The Dutch Disease and the Deindustrialization Effects of Resource Abundance

5 China overtook the United States as Brazil’s major trading partner in 2009, it is the second
largest trading partner of Argentina, Colombia, and Peru, Chile’s major trading partner in Asia, and
the largest purchaser of Argentina’s agricultural products. See Ros (2012).
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3. The Staples Thesis, Factor Mobility, and the Positive Pecuniary
Externalities of Natural Resources

The models discussed so far do not fit well with the experience of a number of
resource rich countries that have achieved high levels of industrialization. The
staples thesis, originally developed by Canadian economic historians, is often
cited to make the point that abundance of natural resources and fast primary
exports growth need not hinder industrial expansion.6 A complementary
observation is that a severe lack of natural resources may have stunted indus-
trial development in a number of resource-poor countries.

Labor mobility and the “regions of recent settlement”

What difference does it make to the results of previous models in this chapter
if we allow for the possibility of importing scarce factors? Consider a small
open economy with two tradable good sectors: agriculture, using land (T) and
labor under constant returns to scale, and manufacturing, using capital (K)

Table 15.1 Latin American countries: Share of manufacturing in GDP (%), 1990–2010a

Country 1990 2010 b Change

Uruguay 28 15 �13
Brazil 27.4c 15.8 �11.6
Chile 19.6 11.5 �8.1
Argentina 26.8 20.5 �6.3
Colombia 20.6 15.1 �5.5
Costa Rica 22.6 17.4 �5.2
Bolivia 18.5 13.9 �4.6
Paraguay 16.8 12.2 �4.6
Panama 9.7 6.1 �3.6
Mexico 20.8 18.1 �2.7
El Salvador 22.1 20.6 �1.5
Peru 17.8 16.6 �1.2
Venezuela 14.9 14.7 �0.2
Cuba 7.7 9.6 1.9
Honduras 16.3 18.4 2.1
Dominican Republic 18 24.1 6.1

a Manufacturing value added as percentage of gross value added at factor cost.
b 2010 or last available year.
c Average of 1989 and 1991.
Source: World Development Indicators.

6 On the staples thesis, see Innis (1930, 1940) and Watkins (1963) on Canada’s economic
development. The approach was later applied to other “regions of recent settlement”, including
the United States (North, 1966), Australia (McLean, 1989), and Argentina in the pre-1929 period
(Diaz Alejandro, 1984; Cortés Conde, 1985). See Findlay and Lundahl (1994) for a survey of these
contributions.
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and labor under increasing returns to scale (associated to technological exter-
nalities). The equations for the w and w* lines are given by:

w ¼ wðK;T;pA;LÞ w1;w2;w3 >0;w4 <0

w* ¼ w*ðK; sM=�Þ w*1;w*2 >0

where sM is the propensity to save out of profits and the propensity to save out
of rents is set, for simplicity, equal to zero.

Suppose the rate ofmigration (L̂), the only source of labor force growth, is an
increasing function of the ratio between the domestic market wage (w) and
the wage abroad adjusted for costs of migration (ws):

L^ ¼ fðw=wsÞ f0 >0 fð1Þ ¼ 0

We also assume that foreign wages, and/or migration costs, tend to increase as
the number of migrants raises the size of the labor force (L). This makes the
supply price of labor (ws) an increasing function of L:

ws ¼ wsðLÞ ws’ � 0 ð13Þ
with ws’ = 0 as the special case in which, with constant foreign wages and
migration costs, the country faces a perfectly elastic labor supply from abroad.

Consider the solution to the model in (L, K) space. The schedule of station-
ary capital stocks (K̂ = 0) shows the (L, K) combinations for which the market
wage is equal to the required wage. Setting w = w*, we have:

wðK;T;pA;LÞ ¼ w*ðK; sM=�Þ ð14Þ
The slope of this schedule is positive, if there are diminishing returns to
capital. Indeed, in (w, K) space, a larger labor force shifts the w curve down-
wards, as the market wage falls for each given level of the capital stock. The
new intersection with the w* curve will feature a higher capital stock if the w*
line is flatter than the w curve. This will be the case unless technological
externalities were to generate increasing returns to capital. Along the sched-
ule, the wage increases with K since w* is a positive function of the capital
stock, given the presence of increasing returns (which accounts for the posi-
tive effect of K on w*).7 Above the locus, with a relatively high labor-capital
ratio, the market wage is below the required wage and the capital stock is
growing. The opposite happens below the locus.

The schedule of stationary labor force (L̂ = 0) shows the (L, K) combinations
for which the market wage is equal to the supply price of labor. Setting ws in
(13) equal to w, and thus L̂ = 0, we have:

7 Under constant returns, the slope of the w =w* locus is positive, but the wage does not increase
with the capital stock along the locus, since w* is independent of the capital stock. In this case w* is
only a function of sM and �.
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wðK;T;pA;LÞ ¼ wsðLÞ ð15Þ
The slope of this schedule is clearly positive: a higher capital stock increases
the market wage (at each level of the labor force) and this requires an increase
in the labor force, through migration, to bring w and ws back into equality.
The smaller the labor supply response (determined by (13)), the flatter is the
locus.8 Above the locus with a relatively high labor-capital ratio, the market
wage is below the supply price of labor and the labor force is falling. The
opposite happens below the locus.

The two schedules divide the (L, K) space into 4 regions. At the intersection
of the two schedules, the economy is in long-run equilibrium without either
migration or capital accumulation taking place. Off this steady state, dynamic
adjustments take place in the capital stock and the labor force. These adjust-
ments, as indicated in Figure 15.4, are determined by the region in which the
economy finds itself.

We focus, first, on the stable case in which, due to moderate labor supply
elasticity, the K̂ = 0 schedule is steeper than the L̂ = 0 schedule. To illustrate the
dynamic adjustment to the steady state, consider an economy at point A with
an initially low capital stock and no migration taking place. The economy is
thus in the high growth region (since real wages and the capital stock are
below their steady state values). The capital stock expands over time. In the
absence of international labor mobility and therefore of migration, the adjust-
ment path would be along the horizontal line through A, until the economy
reaches point B on the w = w* schedule. With labor mobility, adjustment will
be along a path with an increasing labor force, until point C is reached. At C,
the capital stock and real wages are both higher than at B (since the w* = w
schedule has a positive slope and w* increases along this locus). International
labor mobility thus allows the economy to reach a steady state with a larger
manufacturing sector and higher real wages.

What are the effects of a greater abundance of natural resources? Comparing
two economies identical in other respects, the K̂ = 0 schedule of the land-rich
economy will be to the left of that of the resource-poor country (see
Figure 15.5): at each level of the labor force the abundance of land reduces
the steady state value of the capital stock. With labor mobility, the greater
abundance of land also shifts the L̂ = 0 schedule upwards: at each level of the
capital stock, it raises the market wage and, with migration, it also increases
the size of the labor force. Clearly, the labor supply response is a key determin-
ant of the shift in the L̂ = 0 schedule. With a sufficiently high labor mobility,
and a correspondingly high labor supply elasticity, it is now quite possible that

8 With no labor mobility and an inelastic labor supply function, the locus becomes a horizontal
line in (L, K) space at the exogenously given value of the labor force.
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the abundance of land raises the steady state value of the capital stock and
thus of real wages.

This outcome depends on the virtuous interplay between migration and
increasing returns in manufacturing. Labor mobility is essential, since other-
wise the new long-run equilibrium cannot feature a larger labor force, and the
economy would remain stuck in a steady state with a small capital stock and
relatively low real wages.9 The presence of increasing returns is crucial, since
under constant returns w* (and thus the steady state value of the wage) is
independent of the capital stock.

A
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L

K̂ = 0

L̂ =0

K

High growth 
Emigration

High growth 
Emigration

Low growth 
Emigration

Low growth 
Emigration

Figure 15.4 The dynamics of capital accumulation and migration under international
labor mobility

P

L (K̂ = 0)R
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(L̂ = 0)P
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Figure 15.5 The effects of natural resources with international labor mobility

9 With no labor mobility (and a horizontal L̂ = 0 schedule), the resource abundant country
would have a lower capital stock and real wage than the resource-poor country.
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International capital mobility also makes a difference. Findlay and Lundahl
(1994) present a Ricardo-Viner model in which capital is required to advance
the land frontier. There, the condition that the rate of return on capital
required to expand the arable land area is equal to the profit rate in manufac-
turing determines endogenously the margin of cultivation. This model pre-
sents the interesting possibility that a fall in the international interest rate or
an increase in capital mobility (provided that the domestic profit rate is
initially higher than abroad) will simultaneously expand the land frontier,
increase manufacturing output, and raise the capital intensity of manufactur-
ing. Although the story is not about the effects of a resource boom, it shows
the possibility that a general economic expansion with rising real wages and
capital deepening in the industrial sector can take place even without labor
migration.

The development experience of Canada and Australia and Argentina’s
industrialization before 1930 can be cited as examples of how the abundance
of natural resources favored the achievement of a large manufacturing sector
with high real wages. The expansion of world demand for primary products
and improvements in the terms of trade in the pre-1929 period, helped
economic growth by attracting large inflows of immigrants and capital and
“stirring up dormant resources” drawing them into economic activity for
export production (see Myint, 1958; Nurkse, 1961). It is interesting that in
historians’ accounts of these experiences, the elasticity of factor supplies,
given by the importation of scarce factors, was seen as essential to the devel-
opment process (see Watkins, 1963).

Development traps in resource-scarce countries

The combination of labor mobility and increasing returns yields other inter-
esting possibilities. As already noted, a higher labor supply elasticitymakes the
L̂ = 0 schedule steeper. The more returns to scale increase, the flatter is the
K̂ = 0 schedule. Figure 15.6 (a) illustrates a combination of labor supply elasti-
city and returns to scale such that the L̂ = 0 schedule is steeper than the K̂ = 0
schedule. The intersection of the two schedules now yields a saddle-point
equilibrium, as indicated by the dynamic adjustments of K and
L. A developing economy with initially a small capital stock and no migration
will be in a region of low growth. As the capital stock now contracts and the
real wage falls, emigrationwill take place in the presence of a high labor supply
elasticity. The reduction of the labor force prevents the restoration of profit-
ability that would otherwise have occurred as a result of falling real wages. As
in Myrdal (1957), the process is cumulative, since the capital stock continues
to contract in the face of a low profit rate. The reader will recognize the
situation as one in which the combination of a high labor supply elasticity
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and increasing returns generates a profitability trap and a big push problem.
The downward sloping saddle path is the locus of (L, K) combinations that
need to be achieved for a process of endogenous growth to take off.

The case in Figure 15.6 (a) has the implication that an economy to the right
of the saddle path will keep on growing until, presumably, it has absorbed the
whole of the world’s labor force. Suppose, instead, that well before this takes
place, the elasticity of the labor supply falls as the size of the labor force
increases. As shown in Figure 15.6 (b), the L̂ = 0 schedule then becomes
increasingly flatter at high levels of L. This shape yields the possibility of
multiple equilibria. The low K equilibrium is a saddle point, as in Figure 15.6 (a),
while the high K intersection is a stable equilibrium, as in Figure 15.5.10

Consider now the effects of a greater availability of natural resources. As
before, the larger land supply shifts both schedules upwards. Given that the
elasticity of the labor supply falls with the size of the labor force, the shift in
the L̂ = 0 schedule is larger at low levels of L. It is then possible that in the high
K equilibrium, a relatively large shift of the K̂ = 0 locus at high levels of
K implies that the resource-poor economy has a higher real wage and capital
stock in the stable steady state. At the same time, the abundance of natural
resources tends to reduce the hold of the development trap by shifting the
position of the saddle path downwards. The large shift of the L̂ = 0 schedule, at
low levels of L, tends to reduce the size of the capital investments and the labor
force needed for industrialization to take off. As the reader can verify, similar
results apply in the case of a demand expansion for primary products that
increases the relative price (pA) of the resource-intensive good in international
markets. This example illustrates how the opening or expansion of trade,

L
(a) (b)

L K̂=0

L̂=0 L̂=0

K̂=0

K L

Figure 15.6 Development traps in resource-scarce economies

10 The Kuznets-Myrdal model of Chapter 7 (section 4) presents an explicit analysis of this case in
the context of a two-sector open economy model with rural-urban migration.
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whereby previously idle natural resources find productive employment, may
be a precondition for industrialization to proceed at a rapid pace.

Linkage effects and pecuniary externalities

The staples thesis, as well as the literature on the “primary export phase” of
Latin America’s economic development, emphasizes also the role of linkages
generated by different primary export activities. What happens when the non
tradable goods sectors that benefit from the increase in the natural resource
rents and its spending operate under increasing returns to scale—transport
infrastructure, for example, stimulated by the expansion of the agricultural
frontier—and, at the same time, the labor supply is elastic due to the presence
of surplus labor in the economy or to workers migration, so that the spending
effects of the natural resource boom have little effects on wages? Under these
conditions, as we shall now see, the relative price of non-tradable inputs
(transport costs in the example mentioned) used by manufacturing will tend
to fall, rather than increase, with the expansion of the primary export sector.
The development effects of natural resource abundance can then be very
different from those emphasized by the Dutch disease literature.

Consider an open economy version of the Rodan-Hirschman model of
Chapter 8 to make the basic point. In that model, two sectors (S and M)
produce a single final good with different technologies. Alongside, a sector I,
operating under increasing returns and imperfect competition, produces
intermediate inputs used in the production of the capital intensive good
(M). Suppose now that the capital-intensive M good and the labor-intensive
S good are both traded, while the intermediate inputs, used by sector M and
produced under increasing returns, are non-tradable. This time, we do not
assume that the S and M sectors produce the same good. Nevertheless, the
terms of trade between these two goods are determined in the international
markets and are thus independent of domestic demand conditions. In add-
ition, there is a resource-intensive sector, producing traded goods, with the
same technology as sector A in section 1. A fraction (q) of the rents generated
in this sector is spent on I goods. Demand for I goods thus has two compon-
ents: IM, the demand from sector M that depends, as before, on the capital
stock, and IA, the demand from sector A, that depends on agricultural rents
and therefore on land endowment:

I ¼ IM þ IA ¼ ð1� aÞ1=aðpI=pMÞ�1=a Kþ qR=pI ð16Þ
where: R = R (w, T, pA) R1 < 0, R2, R3 > 0

The price of I goods increases with the wage rate and is a decreasing function
of the scale of the I sector (see eq. 12 in Chapter 8):
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pi ¼ ð1þ zÞø ð1þ zÞ ç=ðç� 1Þ ø ¼ w=ð1þ �ÞIi�=ð1þ�Þ ð17Þ
where � is the price elasticity of demand facing individual producers and � is
the increasing returns parameter in the production of I goods. The price-wage
ratio is a decreasing function of the scale of the I-sector (eq. 17) and the
demand for I goods increases with the capital stock and rents (eq. 16). Conse-
quently, given the wage and the price of M goods, as determined in inter-
national markets, the relative price of I goods (pI/pM) is a decreasing function
of K and R:

pI=pM ¼ pIðK;R;w=pMÞ pI1;pI2 <0; pI3 >0 ð18Þ
Given the production conditions assumed in sector M (a Cobb-Douglas tech-
nology with two factors, I and K), the rate of profit can be expressed as a
function of only pI/pM and the parameters of the production function. Since
the profit rate is a decreasing function of the relative price pI/pM, we can
express it, using (18), as:

r ¼ rðK;R;w=pMÞ r1; r2 >0 r3 <0

As long as it exists, the labor-intensive S sector provides a perfectly elastic
supply of labor at a wage (in terms of M goods) equal to the price of the S good
(w = pS). This flat segment of the w curve, it may be worth recalling, is not due
to the assumption that the M and S sectors produce perfect substitutes (as in
the closed economy model of Chapter 8). Rather, it is the consequence of the
fact that both goods are traded at given international prices and that constant
returns to labor prevail in sector S. The w curve of the model is thus a
horizontal line for LS > 0. When LS = 0, the labor supply is no longer perfectly
elastic and the w curve slopes upwards. Unlike what happens in the original
model, the labor supply is not fully inelastic, given the presence of the
A sector. Using the labor demand function in sector A, the elasticity of the
labor supply to sector I can be shown to depend on the composition of
the labor force and technology in sector A: d ln LI/d ln w = LA/b LI, where w
is the wage in terms of good M, the numeraire, and not the product wage in
sector I. Since as K increases, LA/LI falls, the elasticity of labor supply falls and
the w curve becomes steeper. (For simplicity, we draw in Figure 15.7 the
upward sloping segment of the w curve with a constant slope).

Consider now the w* schedule. The profit rate in sector M is an inverse
function of the wage (w/pM) and increases with the capital stock. Indeed, as in
the model of Chapter 8, an increase in K raises the demand for I goods and
reduces marginal costs in the I-sector. The fall in the relative price (pI/pM) (for
a given value of w/pM) raises profits in the M sector. Thus, the required wage
that is consistent with the steady state rate of capital accumulation is an
increasing function of the capital stock. The new feature now is that the profit
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rate in sector M also increases with a higher demand for I goods coming from
a higher spending out of agricultural rents. The profit rate (and thus the
required wage) being an increasing function of rents, the position of the w*
curve depends on the abundance of land (and on the fraction of rents, q, spent
on I goods).11

Multiple equilibria remain a possibility (as shown in the Appendix).
Figure 15.7, which is identical to that of the Rodan-Hirschman and the
Lewis-Rosenstein-Rodan closed economy models of Chapters 7 and 8, illus-
trates this case.12 The low level stable equilibrium does not have an M sector.
A small I-sector coexists with sectors A and S, but produces at such high costs
that it is unprofitable to invest in sector M. In the high level stable equilib-
rium, there is no S sector: its labor force has been absorbed by a large sector of
intermediate inputs producing at low costs for both the M and A sectors. The
low K intersection shows, as usual, the size of the investments required to
make the M sector viable.

Consider now the effects of a greater abundance of natural resources. The w*
curve shifts upwards. This has a number of effects. First, the greater abundance
of land lowers the threshold value of the capital stock required to overcome a
development trap, as the resulting expansion of the I sector reduces produc-
tion costs in the M sector. Second, for an economy with a capital stock larger
than the threshold value but in the horizontal segment of the w curve, the
induced reduction in the price of I goods increases the rates of profit and
accumulation in sectorM. The spending of agricultural rents has now an effect

ln w

w

w∗

ln K

Figure 15.7 A “linkage effects” model in an open economy

11 The presence of a resource intensive sector affects not only the position, but also the slope of
the w* curve. The derivation of this slope is shown in the Appendix.

12 If the w and w* curves do not intersect, there is a unique equilibrium without an M sector i.e.,
industrialization is not viable due to the small size of the labor force.
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exactly opposite to a Dutch disease! This is so because the spending effect in
this case is equivalent to a real depreciation since it leads to a reduction in the
relative price of non-tradable I goods (and thus to an increase in the relative
price of tradable goods, in particular in the relative price pM/pI). Third, the real
wage in the high level equilibrium tends to increase even though this may be
partly or completely offset by the upward shift of the w curve in the segment
in which it has a positive slope. This upward shift reflects the more traditional
Dutch disease effect. Note that this upward shift of the w curve does not take
place at low levels of the capital stock since, for these values, the labor supply
is perfectly elastic.

In sum, in the presence of linkages with an infrastructure sector subject to
increasing returns to scale, the expansion of a natural resource intensive sector
generates pecuniary externalities to the manufacturing industry and can thus
promote industrialization. Note that the generation of these pecuniary exter-
nalities requires an elastic labor supply. In the model presented, this elastic
labor supply arises from the presence of sector S. In other versions of the staple
thesis, immigration of workers can play a more important role in generating
the elastic labor supply.

4. Empirical Evidence on the Developmental Effects
of Natural Resources

What does the empirical evidence say about these different views of the role of
natural resources in development? A first observation is that natural resource
abundance in the right amount and at the right time can turn an underdevel-
oped economy into a high income one in a short span of time. A number of
countries with the highest incomes in the world owe their condition to being
oil rich. This is the case of 5 countries out of the 35 countries with the highest
GDP per capita in the Penn World Table (Qatar, Kuwait, Brunei, United Arab
Emirates, and Trinidad and Tobago). Equatorial Guinea, thanks to oil discov-
eries, and Botswana, rich in diamond mines, turn out to be two of the fastest
growing economies in the period 1970–2008.

A second observation is that a hundred or more years ago the abundance of
natural resources clearly seemed to be a positive factor in explaining inter-
national differences in incomes per capita and even, although to a lesser
extent, differences in growth rates. Resource-rich countries (such Australia,
Canada, United States, and Argentina) not only had higher incomes, they
were also growing faster than most resource-scarce countries, which were not
growing at all at the time. According to Maddison (1982), those four countries
were among the twelve countries with highest per capita incomes in 1870,
with Australia far at the top of the list (with an income nearly 60 percent
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higher than the United Kingdom, the second country on the list). These
countries were growing at relatively high rates, with the exception of Australia
which, as Carlos Diaz-Alejandro (1985) once observed, “was born rich”.

A third observation is that, as we move closer to today’s world, increasingly
intensive in capital and technology, natural resources have not only ceased
to play a significant positive role, but some analysts have argued that their
relationship to differences in incomes and growth is being progressively
reversed. Empirical evidence and case studies lending support to an inverse
relationship between natural resource abundance and growth can be found,
among others, in Gelb (1988), Auty (1990, 2001), and Tornell and Lane
(1999). Auty (2001) observes, for example, that, among developing countries,
the median income of resource-rich countries was, in 1960, 50 percent greater
than the median income of resource-poor countries. A generation later, the
median income of resource-poor countries was greater than that of resource-
rich countries, some of which suffered during the period veritable growth
collapses. The influential papers by Sachs andWarner (1995, 2001) investigate
in a cross section of countries for the period 1970–90 economic and non-
economic mechanisms through which natural resource abundance affects
growth, confirming a negative relationship between growth and the ratio of
primary exports to GDP but finding weak evidence of links between natural
resource abundance and growth operating through bureaucratic inefficiency
and corruption.13 In particular, Sachs and Warner (2001) show that natural
resource intensive economies tend to have higher price levels (controlling for
the relative level of income) and that this relative overvaluation of their
currencies (or higher relative prices of non-tradables) had a negative effect
on the contribution of manufacturing export growth to GDP growth (either
because of a small share ofmanufacturing exports or because of slow growth of
exports of manufactures). In other words, the mechanism identified by Sachs
and Warner is what in the Dutch disease literature is referred to as “indirect
deindustrialization” generated by natural resource abundance.

In important and influential contributions, Lederman y Maloney (see, in
particular, 2007 and 2008) have carefully reviewed and criticized the previous
literature. In particular, Lederman and Maloney make several criticisms of the
Sachs andWarner findings. First, they argue that the negative effect of natural
resource exports on growth holds only for periods containing the years
between 1950 and 1989, and that this variable has a positive effect on growth
(although not statistically significant) during 1820–70 and 1913–50 (see
Lederman and Maloney, 2002). This, incidentally, is quite consistent with
our second and third observations at the beginning of this section. Second,

13 See also Gylfason, Herbertsson, and Zoega (1999), Neumayer (2004), Melhum, Moene, and
Torvik (2006), and Humphreys, Sachs, and Stiglitz (2007).
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they show that the negative impact of natural-resource abundance on growth
is very sensitive to the use of net natural resource exports (instead of gross
exports of natural resources) as the indicator of natural resource abundance
and to the inclusion or exclusion of two countries (Singapore and Trinidad
and Tobago). Third, the negative effects of natural resource abundance disap-
pear when they include in the regression equation the Herfindahl index of
export concentration, suggesting that the “curse” is one of concentration
rather than resources (or, perhaps more precisely, that the so-called “natural
resource curse” only operates when there is a high concentration of the export
structure in a few resource-intensive products). Fourth, when they control
for fixed effects in a panel context, the negative effect disappears suggesting
that the Sachs and Warner results is being driven by the correlation of
their measure of natural resource abundance with unobserved country
characteristics.

The general conclusion by Lederman and Maloney is that natural resources
are an asset for development that requires appropriate policies and adequate
physical and human capital. According to them, evidence that this is possible
is provided by the economic history of countries with great natural wealth
which have been successful in development (such as Norway and, in the Latin
American context, Chile). All this is quite consistent, incidentally, with the
staple thesis. Other recent papers supporting this view include Bravo-Ortega
and De Gregorio (2007) which, using an interactive human capital term in the
regression equation relating growth to natural resource intensity, find that as
the stock of human capital rises, the marginal effect of the stock of natural
resources on income growth rises and becomes positive. More recently, Pineda
and Rodríguez (2011) find evidence that changes in the human development
index between 1970 and 2005 are positively correlated, in a cross section of
Latin American countries, with the abundance of natural resources.

To conclude, after the Lederman andMaloney criticisms there is no longer a
consensus or near consensus in the cross-country econometric evidence on
the effects of natural resource abundance. Nevertheless, while Lederman and
Maloneymay have convinced us that results change depending on the sample
and the empirical proxies used to represent relative resource endowments,
their findings do not exclude the existence of mechanisms, such as indirect
industrialization, that are present in the literature on the Dutch disease and
were identified in Sachs andWarner empirical research. These findings on the
deindustrialization effects of the Dutch disease are fully consistent with the
overwhelming evidence on the negative effects of currency appreciation on
growth reviewed in Chapter 11. Moreover, the challenge by Lederman and
Maloney to previous empirical literature does not imply that natural resources
cannot have negative developmental effects. What the evidence seems to
suggest is that these effects exist but are highly conditional—that is, there
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are conditions under which natural resources may enhance growth and con-
ditions under which they will inhibit growth. There is here a similarity with
the literature on trade and development which, as discussed in Chapter 14,
suggests that the effects of trade openness are contingent on the pattern of
specialization. Another similarity with this literature is that it is not certain
that traditional growth regressions can move forward in addressing this “con-
ditional curse” of natural resources.

Appendix. Existence of equilibrium in the linkage effects model

Consider the determination of the slope of the w* curve in the linkage effects model.
Along the w* schedule, the profit rate remains constant and this requires the relative
price pI/pM to also remain constant. Using eq. (17), we can express the proportionate
change in pI as:

dln pI ¼ dln w� ½�=ð1þ �Þ� dln I ðA:1Þ
where dln I can be expressed as: dln I = [1/(1 + IM/IA)] dln (IA/IM) + dln IM.

Using the demand functions IA and IM in (16), together with (A.1), and setting dln
pI = 0, we can solve for the slope of the w* schedule: dln w*/dln K = �/(1 + �) (1 + b IA/
IM). The slope of the w* curve depends on the increasing returns parameter in sector I,
the output elasticity of land in the agricultural production function and the compos-
ition of demand for I goods. Since this composition depends on the level of the capital
stock (and, more generally, on the capital-land endowment), the slope is not constant
in (ln w, ln K) space. As K increases, IA/IM falls (as sector I produces increasingly for the
M sector) and the curve becomes steeper. At high levels of K, when IA/IM tends to zero,
the slope tends to a constant value, �/(1 + �), which is the same as in the model of
Chapter 8. When K tends to zero (and sector I produces exclusively for sector A), the
slope goes to zero which is also the slope of the w curve at low levels of K.

Interestingly, we now have three cases instead of the two in the model of Chapter 8.
In addition to case (a), when the two schedules do not intersect, and (b), when the
schedules intersect twice, it is now possible that a unique high level intersection exists.
This third case arises here because, unlike the original model in Chapter 8, demand for
I goods is not determined exclusively by sector M. Even if there is no sector M (K = 0)
and I goods are produced at a high cost, there is a demand for them from sector A (this
depends, of course, on our assumption that a given fraction of rents is spent on I goods
no matter how high their price). It is then always possible, with a sufficiently low wage,
or a sufficiently productive M sector, to start production of M at low levels of K and
avoid the low level intersection with the w curve.
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16

Inequality and Middle-income Traps

In previous chapters, we have argued that classical development economics
has much to contribute to the explanation of differences across countries in
income levels and growth rates. This is so especially when this analytical
framework is extended to account for the role of skill acquisition and the
pattern of trade specialization. However, there is one aspect of the postwar
development experience that remains elusive: the economic setbacks that
from time to time are suffered at middle-income levels. These setbacks cannot
be attributed to economies falling into classical development traps. According
to the development models discussed so far, economies should record an
acceleration of growth, rather than a slowdown, at those middle-income levels.
This growth acceleration is the result of virtuous interactions between elastic
labor supplies and the expansion of increasing returns activities, which pre-
cisely at an intermediate range of incomes generate a maximum growth rate.

This chapter explores the links between income distribution and growth
with the aim of explaining the economic setbacks and growth slowdowns
suffered at low and middle-income levels. We examine first a few salient
features of income distribution in developed and developing countries.
Then, we review alternative hypotheses on the relationships between income
distribution and the rate of income growth including the recent literature on
the reverse links between inequality and growth, focusing on the specific
channels through which inequality may be harmful to growth. We then
bring together the different strands of the literature to show how this integra-
tion can help explain the emergence of “inequality traps” at low and medium
income levels.

1. Income Distribution in Developing and Developed Countries

By and large, the societies of developing countries are more unequal than
those of developed countries. Kravis (1960) and Kuznets (1963) originally



established empirically the greater inequality found in developing countries.
Table 16.1 presents data for 87 countries around 2010, aggregated into the five
income levels considered in Chapter 1, and showing that the average Gini
coefficients of middle- and low-income countries are systematically higher
than those of high-income economies.

In a merely accounting sense, the higher inequality in poor and middle-
income countries plays a minor part in explaining why the mass of their
populations is poorer than their counterparts in rich countries. If their income
distributions were less unequal and similar to those found in developed
countries, the large differences in income per capita between these two groups
of countries would imply that the mass of the populations in many, if not
most, developing countries would still live in poverty. Yet, at a deeper level is
there a connection between those two features, the higher inequality found in
poor countries and their lower level of economic development? Why is it that
we associate underdevelopment with the coexistence of the extremes of
wealth and poverty? Are less developed countries poor perhaps because they
are more unequal? Or are they more unequal because they are less developed?
I now turn to review alternative hypotheses on the relationships between
income distribution and the rate of economic growth and the empirical
evidence on the different possible links.

2. The Effects of Inequality on Growth: Theoretical Arguments

The Smithian trade-off

Views on the relationship between inequality and growth were dominated
for a long time by the relationships between income distribution and
growth postulated by the classical political economists, Adam Smith and
David Ricardo, in particular. In their vision of economic development, growth
was essentially the result of physical capital accumulation. In turn, the main

Table 16.1 Income level and inequality in 2010 (or latest available year)

Gini averages Group 1 Group 2 Group 3 Group 4 Group 5 All countries

Average per income group 31.9 (17) 41.4 (17) 47.2 (17) 43.0 (18) 42.6 (18) 41.3 (87)
Europe 28.0 (12) 34.3 (3) 29.3 (15)
East and South Asia 50.1 (2) 36.6 (3) 40 (1) 36.6 (5) 32.5 (2) 38.3 (13)
North Africa and Mid. East 38.8 (3) 35.9 (4) 40.9 (1) 37.6 (8)
Oceania 29.4 (1) 33.5 (1) 31.5 (2)
Sub-Saharan Africa 53.9 (1) 54.7 (3) 43.0 (8) 43.9 (16) 45.1 (28)
North and South America 38.3 (2) 48.0 (6) 50.5 (9) 51.6 (4) 48.8 (21)

Gini value as percentage.
Number of countries in parentheses.
Sources:WIDER Inequality Database and World Bank, World Development Indicators, 2012. See appendix to Chapter 1.
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source of savings and investment in the economy was the reinvestment of
profits by businesses. In this view, the rents of landlords tended to be spent on
luxurious consumption rather than invested in expanding the stock of capital
while the wages of labor were kept at a low level by Malthusian mechanisms
and were just enough to provide for the subsistence consumption of workers.

All this led to clear-cut conclusions on the relationship between income
distribution and growth: the higher the share of profits in total income, the
higher the rate of investment and the faster the rate of growth. To the extent
that profits accrue mostly to high-income groups (capital is unequally distrib-
uted), there was, as a consequence, a clear trade-off between income equality
and growth. More income equality, less income inequality, would imply
sacrificing growth to the extent that it leads to a lower rate of saving and
investment. Jeffrey Williamson (1991) refers to this exchange as the Smithian
trade-off.

The Smithian trade-off shaped the views of early development economics
through the great influence of the Lewis model which adopted the basic
assumptions of the classical economists, i.e. the assumption that investment
in physical capital in the modern sector is the driving force of growth and the
assumption that profits are the main source of saving and investment. In the
Lewis model, the incomes of the traditional sector are so low that they can’t be
an important source of saving and the same applies to the wages of labor
employed in the modern sector which are kept low in the presence of surplus
labor. There is again a trade-off between equality and growth.1

The Smithian trade-off (as embedded in the Lewis model), together with the
Kuznets curve hypothesis according to which in the development process
inequality rises first and later falls, shaped development thinking in the
1950s and 1960s in the direction of neglecting income inequality issues and
policies to reduce income inequalities. Indeed, if inequality is good for growth,
the increasing inequalities that result from the Kuznets pattern are not only
inescapable but can accelerate the transition to high levels of development.
Theymaymake the poor worse off today than otherwise but will also lift them
out of povertymore rapidly. The combinedmessage of the Kuznets hypothesis
and the Smithian trade-off was: “Grow first, redistribute later”.

1 It is worth noting that the classical view should not be confused with that of Kaldorian and
other post-Keynesian growth models. Contrary to what is often asserted in the recent literature
(see, for example, Perotti, 1996, p. 175; Birdsall, Ross, and Sabot, 1995, p. 477), the functional
distribution of income does not determine investment and growth in these models and higher
inequality does not cause higher growth. Instead, causation runs the other way around: growth
and investment are the determinants of income distribution. In Kaldor (1956), for example,
income distribution is the dependent variable: higher growth leads to redistribution toward
profits, precisely in order to generate endogenously the savings needed to finance the higher rate
of accumulation.

The Effects of Inequality on Growth: Theoretical Arguments

343



The adverse effects of inequality on growth

A recent theme in the literature on endogenous growth refers to the causation
from income distribution to growth.2 This literature has antecedents among
early critics of the Kuznets curve and, in particular, in old arguments about the
economic efficiency gains that can arise from greater equality. Much of this
recent literature, at least up to 2000, reached opposite conclusions to the
classical and early development economics views and gives an affirmative
answer to the question of whether inequality is harmful to growth. Other
things being equal, economic development is slower in more unequal soci-
eties. Since today’s less developed countries are those which have grown
more slowly over the past two centuries, the implication of this view is that
one reason why these countries are poorer is because they have remained
more unequal.

In this literature, there is no dearth of analyses supporting the hypothesis of
inequality in income or asset distribution negatively affecting growth. The
posited channels through which this takes place vary widely. To facilitate the
exposition, I will present the different approaches under two main headings:
1) those involving socio-political channels, along with economic mechan-
isms, and affecting growth through their influence on physical capital accu-
mulation and productivity; 2) those relying essentially on economic
mechanisms and affecting factor growth (capital, skills and labor) and thus
the rates of capital and skill deepening.

Sociopolitical mechanisms

Suppose that the rate of physical capital accumulation is a function of the
post-tax return on capital [r (1– t)] and a risk-adjusted international profit
rate (r*, i.e., the post-tax profit rate abroad, adjusted for domestic political
risk): I/K = ł [r (1– t)–r*]. The following approaches have in common that the
link between inequality and growth involves socio-political factors affecting
tax rates or political risk and, as a result, the rate of investment.

In the fiscal policy approach, income distribution affects growth via its
effects on taxation and government expenditure. The key idea is that, in
democratic political regimes, inequality generates pressures for redistribution:
inequality lowers the income of the median voter relative to the national
average and makes the middle class more likely to ally with the poor to press
for redistribution. This pressure leads to distortionary taxes, such as a tax on

2 For a review and synthesis of the main arguments and empirical evidence in this literature, see
Bénabou (1996) and Perotti (1996). We shall look later at the post 2000 literature.
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capital, which then discourages the rate of accumulation and growth.3 Differ-
ences within this approach refer to the type of government expenditure they
consider: public investment (Alesina and Rodrik, 1994), redistributive trans-
fers from rich to poor (Persson and Tabellini, 1994), and redistribution from
capital to labor (Bertola, 1993).

Empirical findings have been disappointing, on balance, for the fiscal
approach. This seems to be due to two reasons. First, redistributive transfers
may have a positive effect on growth by, for example, relaxing constraints on
human capital investments by the poor.4 These positive effects can then
offset the negative effects of higher taxation. Second, by reducing social
tensions and political instability, fiscal redistribution may have a positive
effect on growth, which, again, counteracts the negative effect of higher
taxation (a point made by Alesina and Perotti, 1994).

A second approach focuses on the effects of inequality on sociopolitical
instability and conflict (Alesina and Perotti, 1994; Alesina et al., 1996). In this
view, inequality creates strong incentives for different social groups to engage
in rent seeking activities, and leads to social unrest that may make property
rights insecure. The resulting uncertainty about the distribution of resources,
including an increased expropriation risk, reduces the rate of accumulation
and growth. Is this any different from the previous explanation, except that
the emphasis is on political risk rather than a tax on capital? Bénabou (1996)
points out that in these models the growth rate can be shown to be negatively
related to interest groups’ rent-seeking abilities, as well as to income dispar-
ities. This means that what really matters for insecurity and sociopolitical
instability is not income inequality per se, but inequality in the relative distribu-
tion of income and political power. A higher income inequality accompanied by a
higher inequality in political power (in the same direction) need not be
detrimental to growth. What is detrimental to growth is the asymmetrical
situation in which a high income inequality accompanies relative equality in
political power. If, as contributors to the fiscal policy approach emphasize (see
Alesina and Rodrik, 1994), the political economy mechanism of pressure for
redistribution is characteristic of democratic political regimes, then these two
sets of explanations come very close to one another.

3 Inequality is thus harmful to growth, as it leads to a more progressive redistribution of income.
The nice dialectics of this reasoning is somewhat perplexing and raises at least two related questions
which, tomy knowledge, are left unanswered in this approach:Why should redistributivemeasures
take the form of taxes that discourage investment?Why can’t redistributive government spending,
if applied, say, to enhance human capital accumulation by the poor, be favorable to growth?

4 Perotti (1993) finds positive, albeit insignificant, coefficients on transfers in growth
regressions.
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Empirical evidence in support of the importance of inequality in the relative
distribution of income and political power comes from the fact that growth
rates across Latin America are not negatively associated with inequality—
unlike what happens with intercontinental differences in inequality and
growth.5 The lack of a negative relationship can be explained by the fact
that some of the less inegalitarian countries in the postwar period—Argentina,
Chile and Uruguay, in the Southern cone—were in that period slow growing
economies while two of the fastest growing (Brazil and Mexico) were among
the most inegalitarian countries. However, Brazil and Mexico did not have a
higher inequality in the relative distribution of income and political power
than countries in the Southern cone. Their authoritarian regimes and the
weakness of their trade unions implied that their more unequal income
distribution was accompanied by a higher inequality in political power in
the same direction.

A third approach posits that inequality leads to polarization, which in turn
undermines the consensus for policy reforms (Haggard and Webb, 1993) or
the security of property and contractual rights (Keefer and Knack, 2002).
While the end result is similar to that in previous approaches, the political
channel here is different. Drawing on an argument by Esteban and Ray (1994),
Keefer and Knack (2002) emphasize the difficulties of collective decision-
making under conditions of high inequality. The consequence is that inequal-
ity reduces the stability and predictability of government decisions by making
social consensus more fragile. Rodrik (1999) makes a related point when he
argues that high inequality weakens the institutions of conflict management
making a country more vulnerable to external shocks and growth collapses.

Potentially, this type of political channel is perhaps the most relevant in
explaining cross-country differences in growth among developing countries. The
reason is that it is less dependent upon the nature of the political regime than
other political explanations. Sociopolitical approaches involving the presence
of democratic institutions as crucial to the argument, seem less relevant in
explaining why relatively egalitarian Korea and Taiwan grew faster than more
inegalitarian Latin American economies at a time when most of these coun-
tries had authoritarian regimes.6 Interestingly, what emerges from the empir-
ical research on political instability and growth is a view of Asia as a region
with authoritarian but stable regimes, in contrast to the much more unstable
political regimes in Latin America (see Alesina et al, 1996).

5 If anything, the relationship across Latin America is positive; see Fishlow (1995).
6 It is worth noting that Clarke’s (1995) comprehensive analysis of “reduced form” regressions

concludes that the negative correlation between inequality and growth holds for both democracies
and non-democracies. As already mentioned, empirical research on the effects of inequality
operating through fiscal policy has been disappointing.
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Economic mechanisms

Some potential links between income distribution and growth by-pass socio-
political considerations. In the following approaches, inequality affects the
rates of factor growth and/or the productivity in the use of given factor
endowments. The key channels all involve essentially economic mechanisms.

A first approach emphasizes the link between income distribution and
investment in education (see Loury, 1981; Galor and Zeira, 1993; Birdsall,
Ross, and Sabot, 1995). Two mechanisms are involved here. The first is the
existence of credit constraints that prevent the poor from undertaking the
efficient amount of investment in human capital. Less income inequality then
has a positive effect on human capital investment, as income redistribution
relaxes budgetary constraints on the poor. In addition, there is an asset
distribution effect. In the presence of diminishing returns to education,
which implies that the marginal product of human capital investments by
the poor is relatively high, less inequality in the distribution of human capital
has a positive asset distribution effect on efficiency. A more egalitarian distri-
bution of education implies, other things being equal, a higher productivity of
a given stock of human capital.

This imperfect asset markets cum diminishing returns argument is similar to
the old case for land reform on efficiency grounds. The main difference is that
in the context of models of endogenous growth, the resulting efficiency gains
can result in a permanently higher growth rate, rather than in a once and for
all level effect (which, nevertheless, implies a higher growth rate in the
transition to the new steady state). Several papers tend to support this chan-
nel. Williamson (1993) presents empirical evidence showing that more egali-
tarian societies tend to have higher enrollments in secondary education at the
same average income level. Perotti’s (1996) regression estimates of structural
equations also suggest strong support for a positive relationship between
income equality (a higher share of the middle class) and investment in
human capital. Birdsall, Ross, and Sabot (1995) present evidence that less
unequal societies tend to have a more egalitarian allocation of educational
expenditures, including public expenditures.

A second transmissionmechanism runs from inequality to fertility rates and
population growth.7 As is well known from the literature on the demographic
transition, fertility rates tend to fall as incomes per capita increase. If fertility
and incomes are inversely related, biological constraints must imply that the
rate at which fertility increases as income falls must be decreasing. For a given
average income per capita, less income inequality will tend to reduce fertility

7 For models on endogenous fertility and its relationship to human capital and income
distribution, see Becker, Murphy and Tamura (1990), Galor and Zang (1993), and De la Croix
and Doepke (2003), among others.

The Effects of Inequality on Growth: Theoretical Arguments

347



rates among the poor by more than it increases fertility among the rich (if it
increases them at all, given the likelihood of ratchet effects in the behavior of
fertility). Fertility and population growth would then be positively influenced
by inequality, for a given level of per capita income. If faster population
growth reduces parental investments in their children’s human capital or,
more simply, the steady state value of per capita income and the transitional
growth rate of income per capita (as it does in neoclassical growth models and
labor surplus models with moderately increasing returns to scale), this pro-
vides another channel through which inequality adversely affects growth.
Perotti (1996) shows that a larger income share of the middle class (his
measure of income equality) has a strong negative effect on fertility and,
through this influence, a positive effect on growth.

Finally, inequality may be harmful to growth by reducing the size of the
domestic market for the increasing returns industries. In the recent literature,
this mechanism is often associated with Murphy, Shleifer, and Vishny
(1989a), who argue that a pre-condition for industrialization is a limited
amount of inequality. In their view, income must be distributed broadly
enough to materialize in higher demand for a broad range of manufactures
which then can complement each other and expand together. This mechan-
ism is often dismissed in the recent literature as lacking empirical support.
This is because the argument is taken to imply the counterfactual prediction
that large countries, other things being equal, should grow faster (see Knack
and Keefer, 1995; Bénabou, 1996). In fact, a big push model with horizontal
pecuniary externalities, as the one Murphy, Shleifer and Vishny have in
mind, only suggests that inequality plays a role at low-income levels in
strengthening the hold of the low-level trap (or in broadening the set of
conditions under which a unique traditional economy equilibrium exists).
Ros (2000) finds support for the inequality—market size—growth hypothesis
in the fact that low-income Asian and African countries display the expected
relationship of growth being positively affected by income and negatively
affected by inequality.8

Beyond low-income levels, there is no reason to expect an unambiguous
and systematic relationship between inequality and growth mediated by the
size of the market. Earlier literature in structuralist development economics
had in fact formulated alternative hypotheses on the effects of income redistri-
bution on growth operating through these channels. Less income inequality
may broaden market demand for the products of leading manufacturing
sectors (and through cost reductions stimulate investment in these sectors)

8 It is also worth noting that, as we shall see in greater detail below, Barro (2000) found that the
coefficient of the inequality variable in a growth regression is negative and significant at low-
income levels and positive and significant at high-income levels. See also Chapter 8 on the subject.
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if middle- and low-income groups have a high income elasticity of demand for
durable consumption goods produced under increasing returns. Alternatively,
it may reduce market demand for manufactures if income elasticities of
demand are higher among the rich and the upper-middle class. Furtado
(1969) took the “underconsumptionist” view according to which higher
inequality in income distribution, resulting from the expansion of the
modern sector, limited the domestic market and discouraged the process of
capital accumulation while Tavares and Serra (1971), relying on the Brazilian
experience, defended an “exhilarationist” position according to which greater
inequality actually expanded the market for the leading industrial sectors
producing consumer durables. The resulting “unequalizing spiral”was further
examined and formalized by Taylor and Bacha (1976). Lustig (1980) investi-
gated empirically the assumptions of the alternative views regarding the size
of the income elasticities of demand for consumer durables and non durables
in different income groups.

Similarly, recent literature on growth and distribution in a Kalecki-Steindl
tradition has developed alternative hypotheses on the effects of changes in
the functional distribution of income on growth (see, on the subject,
Chapter 10 and Dutt, 1984, Taylor, 1985, Bhaduri and Marglin, 1990, You,
1994). In these models growth may be wage-led—in which case the positive
effects of redistribution from profits to wages on market demand and resource
utilization outweigh the negative effects on profit margins—or profit-led, in
which case profitability falls with the reduction in profit margins. In the first
case, redistribution from wages to profits, which increases inequality, has
“stagnationist” effects on growth, i.e., growth is negatively affected as a result
of a reduction in demand and capacity utilization. In the second case, redistri-
bution towards profits has “exhilarationist” effects on growth, as investment
is stimulated by the higher profit margins.

To sum up, Perotti (1996) has summarized the available evidence on the
specific channels through which inequality affects growth as follows. The
transmission mechanisms from lower inequality to higher growth are essen-
tially three: 1) lower fertility rates; 2) higher rates of investment of education;
3) greater political and social stability, which favors higher rates of invest-
ment. He finds no support for the idea that equality favors growth by generat-
ing fewer policy distortions as a result of fewer demands for redistribution.

3. Some More Empirical Evidence

A two by two matrix

The recent literature has produced a body of research results (largely cross
country regressions) that support some (not all) of the positive links between
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equality and growth. As an introduction to this evidence, consider a two by
two matrix in which countries fall into four boxes: high growth with equity,
low growth with equity, low growth with high inequality, and high growth
with high inequality (see Figure 16.1).

Which countries belong to which of these boxes depends on exactly where
you draw the lines (the lines in the figure are the median values of the Gini
and the per capita GDP growth rate) but if the figure gave a strong support to
the Smithian trade-off, clearly we would find most countries clustered in the
North East and South West boxes. Yet, this is clearly not the case. If there is a
pattern, the opposite tends to be true: we find many relatively egalitarian
high-income countries clustered with growth rates of 2 percent and above
and many low growth, low-income countries in Sub-Saharan Africa and Latin
America clustered together with high Gini coefficients and slow growth. Thus,
if the data is to be taken as a test of the Smithian trade-off in its simplest
version (i.e., of the hypothesis that inequality is necessary and sufficient for
rapid growth), the hypothesis would be clearly rejected. This does not mean
that the Smithian trade-off is irrelevant, especially in less simple versions. The
effects of income inequality on savings and investment are not necessarily too
small to deserve consideration. As alreadymentioned, when one looks at Latin
American countries alone, there tends to be a positive relationship between
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inequality and growth. One possible reason is that they have followed a
growth path that is intensive in physical capital, the factor emphasized in
the Smithian trade-off. A second point is that the box with low inequality and
slow growth is far from empty, especially if we draw the boundary of slow
growth above a growth rate of 2 percent per year. High growth depends also
on many other factors besides the level of inequality.

Evidence based on reduced form regressions

In addition to the papers that investigate particular channels through which
inequality influences growth, empirical research on inequality and growth
since the 1990s has involved adding a variable reflecting income inequality
(typically a Gini coefficient of income concentration) to the independent
variables determining the growth rate in a Barro-style regression. Most of
these studies in the 1990s generally found a negative coefficient in the
inequality variable leading most researchers to conclude that inequality has
a negative effect on growth (see the survey by Benabou, 1996). These findings
were taken as offering a partial explanation of the stylized fact that growth had
been very fast in the relatively egalitarian East Asian countries and lower in the
inegalitarian countries of Africa and Latin America.

A typical estimate of the effect of inequality on growth was that a one
standard deviation decrease in inequality raises the annual growth rate of
GDP per capita by 0.5 to 0.8 percentage points (Bénabou, 1996). As noted by
Perotti (1996), a substantial part of the negative association between inequal-
ity and growth seems to come from interregional variation in income distri-
bution. The addition of dummy variables for Latin America, Africa, and South-
East Asia in Perotti’s regressions yields the expected negative signs for the
slower growing and more unequal Latin American and African regions and a
positive sign for the faster growing and less unequal South-East Asia. The
inclusion of these dummy variables makes the coefficient on his measure of
equality fall by about 30 percent. In Fishlow (1995), the inclusion of a dummy
variable for Latin America turns the coefficient on the inequality indicator to
become statistically insignificant.

In the years 2000, several papers (Forbes, 2000; Barro, 2000 and 2008;
Banerjee and Duflo, 2003) questioned the consensus of the 1990s. Forbes
(2000) criticized previous research due to its neglect of the consequences of
measurement error and omitted variable bias that could be behind the inverse
relationship between inequality and growth. If a regression omits variables,
such as corruption, that are positively correlated with inequality and nega-
tively correlated with growth, the result may be to find a spurious relationship
between inequality and growth. To address these problems, Forbes used a
panel data model with country specific effects so as to control for omitted
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variables and found that the short-run relationship between inequality and
growth is in fact positive. Barro (2000 and 2008) adopted a similar approach
and found that the coefficient of the inequality variable in a growth regression
is not significantly different from zero, but is negative and significant at low-
income levels and positive and significant at high income levels. Barro inter-
prets the result for the overall sample as indicating that inequality has differ-
ent effects on growth, some positive and some negative, that tend to cancel
each other in the overall sample. He attributes the negative effect of inequality
on growth in low-income countries to the importance of credit constraints in
those countries (which are relaxed by greater equality) in contrast to what
happens in richer countries with more developed financial systems. Banerjee
and Duflo (2003) criticize previous studies for their implicit assumption that
the effects of inequality on growth are linear and, by relaxing this assumption,
find that there are strong non-linearities in the relationship between inequal-
ity and growth so that changes in inequality (in whichever direction) reduce
growth in the subsequent period. Finally, Easterly (2007) calls for focusing
on the big picture and argues, using an instrumental variables approach to
explain differences in levels of income (rather than growth rates), that
inequality causes underdevelopment because it negatively affects both invest-
ment in education and institutional quality.

Evidence based on historical analysis

The effects emphasized by Easterly, operating through human capital and
institutions, are also part of the broad historical analysis by Engerman and
Sokoloff (2002) of the different development paths of the United States
and Latin America in the 19th century. Engerman and Sokoloff argue that
relative equality generated the conditions for growth in the former British
colonies in North America. In the United States, together with a relatively
high income per capita, equality in the distribution of income led to the
formation of a middle class market that was essential to the development of
industry, i.e., the mass production of standardized goods subject to economies
of scale (“the American system of manufactures”). To the extent that the poor
used to spend a smaller share of their income inmanufactures and the wealthy
used to spend their income on non-standardized goods, the expansion of a
middle class market was critically dependent on a relatively egalitarian distri-
bution of income. Such a distribution of income was also favorable to educa-
tional investments. Engerman and Sokoloff assert that the United States
probably had the most literate population in the world by the beginning of
the nineteenth century and that between 1825 and 1850, nearly every north-
ern state that had not already done so enacted laws establishing free schools
open to all children and supported by general taxes. Latin America, including
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the Southern cone countries with the higher levels of literacy, lagged behind
by several decades. In the conditions of great inequality prevailing in Latin
America, the collective-action problems associated with the establishment
and funding of universal public schools were exacerbated and the wealthy,
enjoying disproportionate political power and being able to procure schooling
services for their own children, resisted being taxed to subsidize services to
others.

Other effects of relative equality favorable to growth were those on techno-
logical innovation. For Engerman and Sokoloff, greater equality meant a
general concern with extracting opportunities from innovation and this led
to a patent system most favorable to the common people. Also, greater equal-
ity meant greater densities of potential users that raised the projected returns
on infrastructure projects (transportation and financial intermediaries in par-
ticular). These conditions were absent in Latin America where, in addition,
inequality had negative effects on the productivity of the labor force due to
malnutrition, illness and lack of education as well as the higher risks of
political and social upheaval leading to reduced investment.

In turn, Engerman and Sokoloff relate the degree of inequality to the
composition of factor endowments (including climate, soil and density of
native population, besides the abundance of land and natural resources). In
Canada and Northern United States colonies, factor endowment attracted
European immigrants with a relatively egalitarian distribution of human
capital. It also made possible a system of family farms as the crops (grains)
were not subject to economies of scale, unlike the cultivation of sugar and
other highly valued crops characterized by extensive economies of scale that
favored the concentration of land and the creation of slave plantations. The
abundance of labor with low human capital (slaves in Brazil and West Indies
and natives in Mexico and Peru) also contributed to the high inequality of
income and wealth. Engerman and Sokoloff also note the role of government
policies (immigration and land policies in particular) in perpetuating the
factor endowment and the degree of inequality in the economy’s path. Land
policies in Latin America in the last quarter of the 19th century aggravated in
fact the inherited high concentration.

We should note that differences in the degree of inequality are unlikely to
provide a full explanation of differential paths of development. Latin America
was no less unequal in the late 19th century and 20th century when economic
growth finally took off. In fact several countries became more unequal, as a
result of liberal economic reforms of the second half of the 19th century, than
they were during the first half of that century.

Some More Empirical Evidence

353



An alternative approach: functional and dysfunctional inequality

We now turn to what we regard as some of the main shortcomings of the
recent theoretical and empirical research on inequality and growth. A first one
is that, with some exceptions already mentioned, empirical research has relied
on “reduced form” regressions that do not distinguish among the specific
channels through which inequality affects growth. Another shortcoming,
perhaps more important, is that the recent literature fails to distinguish
between different sources of inequality and their effects on growth. Our discus-
sion so far of the determinants of income distribution suggests that different
possible sources of inequality may have very different effects on growth. This
type of analysis opens the door to strong non-linearities which are virtually
absent in the recent literature that, in a sense, has produced one model at a
time, each of them focusing on a single hypothesis.

Consider, first, two sources of inequality and the associated effects on
growth. The first source depends on the composition of factor endowments
and affects the structure of factor returns. For example, to the extent that
physical and human capital typically tend to be more unequally distributed
than labor everywhere, less developed countries (with relatively small physical
and human capital endowments per capita) tend to be more unequal (espe-
cially middle-income countries) than rich countries (with abundant physical
and human capital). There is a second source of inequality rooted in the
distribution of factor endowments. This source is independent of factor
endowments and income levels, and is associated with deviations from the
“typical ownership structure” of factor endowments. Thus, a country with an
abnormally high inequality in the distribution of land or capital will tend to
have higher income inequality, other things being equal, than a country with
a more egalitarian distribution of factor endowments.

Each of these two sources of income inequality may well have different
effects on growth (both in size and sign). The effects of inequality on growth
associated with the first source, the structure of factor prices for a given
distribution of factor endowments, are likely to be positive to the extent
that high factor returns on physical capital and skilled labor have positive
incentive effects on the accumulation of capital and the acquisition of skills.
The second component, related to the distribution of factor endowments,
is the one that is most likely to have negative effects on growth through either
the rates of capital accumulation and skill acquisition or the efficiency in the
use of factor endowments. This is the type of effects on which the recent
literature implicitly focuses.

The failure to distinguish between these two sources of inequality in the
recent literature is related to the neglect of the interactions between income
level and inequality (as opposed to income growth and inequality). Yet, the
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importance of this distinction in the estimation of the effects of inequality on
growth in a cross section of countries should be obvious. For the sign of the effect
will depend onwhether international differences in income inequality are due
to the first or to the second source (as well as on the strength of the two types
of effects).

Ros (2000, ch. 10) attempted to empirically isolate the effects of what may
be called functional and dysfunctional inequality by measuring the latter as
the deviation of the Gini coefficient from the value predicted by a regression
equation in which inequality is determined by the level of income per capita.
The main findings were as follows. First, while the predicted Gini had a
positive effect on growth in a standard reduced form growth-inequality regres-
sion, dysfunctional inequality (the difference between the actual and the
predicted Gini) had negative and significant effects on growth. Second, the
effects of dysfunctional inequality on factor accumulation and total factor
productivity growth are both negative, the effect on the growth of total factor
productivity being especially large, reflecting perhaps the adverse asset distri-
bution effects on the efficiency of given stocks of skilled labor and physical
capital. Third, the effects of “functional inequality” (measured by the pre-
dicted Gini) on factor accumulation are, by contrast, positive.

The contradictory effects that the two sources of inequality have on factor
accumulation per worker, the positive effect of the predicted GIni and the
negative effect of the deviation of inequality from the predicted Gini, raise
further questions. Is it through population growth (and thus labor force
growth), skill acquisition, or physical capital accumulation, that these effects
operate? The results of regressing population growth, the investment share,
and enrollments in secondary education on the Gini coefficient (circa 1965),
its two components, and the initial level of GDP per capita are as follows. First,
the initial level of inequality has a positive and highly significant effect on
population growth, clearly confirming that more unequal societies, at similar
levels of income, tend to have a higher rate of population growth. This
positive effect on population growth in turn implies that inequality, on this
account alone, tends to reduce the rates of factor accumulation per worker.
Second, the overall effect of the Gini on the investment share is insignificant
(and negative), but this hides a significant and positive incentive effect of
functional inequality, associated with the predicted Gini, and an adverse
effect of dysfunctional inequality, associated with the deviation of the Gini
from its predicted value. The same expected signs are found in the case of
enrollments in secondary education, but here both coefficients are small and
far from statistically significant.

How can all these results be summarized? Our conclusions are not, in any
way, radically different from Perotti’s (1996) summary of the evidence cited at
the end of section 2. However, we can add a number of qualifications and

Some More Empirical Evidence

355



provisos, which would add up to the summary that follows. More unequal
societies have higher rates of population growth, at any given level of income.
This is reflected in lower rates of factor accumulation per capita. In addition,
they have lower rates of capital accumulation (smaller investment shares at
each level of income), which have its source in the amount of dysfunctional
inequality, the kind of inequality rooted in a maldistribution of resources that
gives no positive incentive effects in the growth process. The mechanism
explaining these lower rates of investment in physical capital may be a result
of unequal societies being more politically and socially unstable. However, we
also found evidence consistent with inequality depressing themarket demand
for the goods of the increasing returns sectors and this having adverse effects
on growth at low-income levels. We could not find strong evidence of inequal-
ity operating adversely on the rates of skill acquisition (once we control for the
level of income). The large effects of dysfunctional inequality on total factor
productivity growth may well be reflecting, however, the negative effects on
growth of inequality in the distribution of human capital.

An important implication of our results is that the effects of inequality on
growth (both its size and sign) are level-dependent, i.e. dependent on the level
of inequality. This implication has been neglected in the recent empirical
literature, which seems to suggest that more equality is always good for
growth no matter how egalitarian a society already is. Yet, unless physical
and human capital became as equally distributed as labor, there will be a
positive amount of “efficient inequality” arising from the positive (incentive)
effects of functional inequality on the rates of factor accumulation. If our
previous analysis is correct, these positive effects would directly emerge in
cross-country studies, if suddenly international differences in income distri-
bution became fully associated with inequalities in the structure of factor
returns. However, it would then be incorrect to conclude that equality is
harmful to growth, just as it is incorrect to conclude from current cross-
country studies that more equality is always good for growth.

Finally, it is worth highlighting the importance of the distinction between
different sources of inequality for policy design. If the negative effects of
inequality on growth largely come from the distribution of factor endow-
ments, then a redistributive policy that fails to change asset distribution and
acts exclusively on factor prices will be ineffective (or even counterproductive,
given its incentive effects).

4. Inequality, Middle-income Traps, and Premature Maturity

How are the transitional dynamics of the classical development theory model
modified by the fact that dysfunctional inequality can have negative effects
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on growth as discussed in this chapter? The transitional dynamics of the
developmentmodels discussed in Chapters 7 and 8 are captured by a quadratic
growth function of the form g = ao + a1 y – a2 y2, where y is the natural
logarithm of income per capita, g is the growth rate of income per capita
and all parameters are positive. At high-income levels the quadratic form of
the growth function only holds for growth rates above the steady state rate of
growth (g*). When the economy reaches g* from above, this steady state rate
persists over time.

The quadratic growth function implies, as we know, that the growth rate is
low at both low and high-income levels. If looked from a cross-section per-
spective, it implies a pattern of income divergence at low-income levels
followed by convergence at middle and high-income levels. In this process,
the growth rate reaches a maximum at an income level equal to: yo

M = a1/2a2,
provided that b2 is positive (the condition for a maximum) and b1 is positive
(so that yo is positive). The corresponding maximum growth rate is gM = ao +
a1

2/4a2. The growth function also implies a threshold level of convergence
(yC), the income level at which the growth rate reaches from below the growth
rate in the steady state (g*): yC = yo

M – [a1
2 + 4ba(ao – g*)]1/2/2a2, which is less

than the income level, yo
M, at which the maximum growth rate is reached.

Suppose now that inequality negatively affects the growth rate for a given
income level. The augmented growth function is now: g = ao + a1 y – a2 y

2 –Gß

with � > 1, where G is an index of inequality in income distribution. The effect
of inequality on growth is assumed to be nonlinear and such that, at low levels
of inequality a given increase in inequality has a small effect on growth and
the effect increases as inequality rises (this is what the inequality restriction on
parameter � states). What are the implications of this augmented growth
function? First, while the income level at which the growth rate reaches a
maximum (yo

M, equal to a1/2a2) is unaffected by the level of inequality, the
maximum growth rate itself is a negative function of inequality (gM = ao –G

ß +
a1

2/4a2). The threshold level of convergence (yC), i.e., the income level at
which the growth rate reaches from below the growth rate in the steady
state (g*) is now: yC = yo

M – [a1
2 + 4a2(ao – Gß – g*)]1/2/2a2, which shows that

an increase in inequality raises the convergence threshold or, what comes to
the same, has the effect of reducing the growth rate at low-income levels.

Consider now the interactions between changes in income and changes in
inequality. The analysis presented in the previous section suggests that
inequality is a non linear function of the level of income per capita (as a
proxy for the level of factor endowments) and a component of inequality
(X, related to the distribution of factor endowments) that is assumed to
be country specific and independent from the level of income per capita:
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G = bo + b1 y – b2 y
2 + X (where all parameters are positive).9 Consider now this

equation together with the growth function. The growth function states that
growth for a given level of inequality is low at both low- and high-income
levels. Since inequality has adverse effects on growth, the fact that inequality
is also low at low and high-income levels (as stated by the inequality equation)
has the effect of smoothing out the inverted-U path of the growth rate.
Indeed, taking the total derivative of the growth rate with respect to income
yields: g’(y) = gy – ß Gß–1 Gy, where: gy = a1 – 2a2 y, is the partial derivative of g
with respect to y, and Gy = b1 – 2b2 y, is the derivative of G with respect to y.

At low-income levels when Gy is positive, g’(y) is less than gy, i.e., the
growth rate increases less with income than if inequality had no effect on
the growth rate. At high-income levels when Gy is negative (and inequality
tends to fall as income increases), g’(y) is larger than gy. The influence of
inequality then tends to moderate the fall in the growth rate. A more striking
implication is that the maximum growth rate may no longer be reached at
middle-income levels. Suppose, indeed, that both the “augmented” Kuznets
curve and the growth function are “well behaved”, in the sense that over
a range of low and middle-income levels, Gy and gy are both positive. Even
then, g’(y) may become negative over this low- and middle-range of income if
ß Gß-1 > gy/Gy. This inequality shows that even though growth tends to
accelerate, for a given level of inequality (gy is positive), the growth rate may
actually fall as income increases over the intermediate range of income levels.

By “inequality trap” I mean a situation in which despite gy being positive,
the inequality condition above is fulfilled and the growth rate falls at inter-
mediate income levels as a result of the negative growth effects of high levels
of inequality operating at middle-income levels. What are the conditions
favoring the emergence of an inequality trap and a resulting growth slow-
down at middle-income levels?10 First, the higher the level of income inequal-
ity generated during the transition towards high-income levels, the more
likely will be an inequality trap. Other things being equal, in particular the
parameters of the gy and Gy functions, this will be due to a high level of
X-inequality, associated with high inequality in the ownership structure of
factor endowments. Closely related to this factor, the distribution of factor

9 It is worth noting that this augmented Kuznets curve equation and the growth function are
both quadratic partly for the same reasons, the interactions between moderately increasing returns
to scale and elastic labor supplies at low and middle-income levels. Indeed, the evolution of factor
returns as income per capita changes, which is one factor accounting for the non linearity of the
Kuznets curve, is behind the hump-shaped pattern of growth rates. This implies that parameters b1
and b2 are not independent from a1 and a2.

10 The following discussion assumes ß > 1, which implies a nonlinear and relatively large effect
of inequality on growth at high levels of inequality. With � < 1, the negative effect of inequality on
growth is large at low levels of inequality and small at high levels. The fact that inequality increases
in the intermediate range of incomes would in this case accentuate, rather than moderate, the
inverted-U path of the growth rate.
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endowments, is how adverse is the effect of inequality on growth (the size of
parameter �). The more unequal is the distribution of factor endowments the
larger the adverse effect of inequality on growth, since a high value of param-
eter � reflects a large amount of dysfunctional inequality. Thus, a high value of
parameter � also increases the likelihood of “inequality traps” since with a
higher � the more growth is bound to decelerate over the intermediate range
of incomes in which income inequality reaches a peak.

Another factor has to do with the steepness of the Kuznets curve. A ‘style’ of
growth based on physical capital accumulation at the expense of skill acquisi-
tion or based on industry-biased productivity growth at the expense of agri-
cultural technical progress (with fast population growth playing a role in
generating these unbalances) may imply a high value of Gy (a steep Kuznets
curve) which creates conditions leading to a middle-income inequality trap.

A final factor is the response of capital and educational investments to a
given increase in the rates of return on capital and education. A strong
response of physical and human capital accumulation—a high value of gy,
as arguably present in the East Asian development experience—makes growth
relatively elastic to the change in income per capita and thus more likely for
the negative effect of inequality on growth to be offset by the positive effect of
income on the growth rate. The interactions between increasing returns and
the elasticity of labor supply also play a key role, with a relatively low elasticity
of labor supply tending to generate a low value of gy. It is worth noting that
the condition necessary for an inequality trap (ß Gß–1 > gy/Gy) may be fulfilled
largely as a result of a relatively low gy at middle-income levels, even though
inequality is not particularly high. Such a situation can arise as a result of a
premature exhaustion of labor surpluses. The resulting growth slowdown is
best described, in Kaldor’s (1966) terms, as “premature maturity” rather than
as an “inequality trap”.

Faced with a premature growth slowdown, resulting from a combination of
these factors, the conditions of high inequality and slow growth will tend to
be perpetuated by the adverse effect of slow growth on income distribution. It
is in this sense that the situation can be described as a “trap”, since the
transition to higher income levels is accompanied by a protracted high
level of inequality and takes place at a slow pace, or may even be interrupted
by economic setbacks. Since the highest inequality tends to occur at
middle-income levels, such inequality traps are likely to be characteristic of
upper-low- and middle-income countries. The counterpart of these traps in
egalitarian countries is, in contrast, a virtuous circle of accelerated growth and
rapid equalization of incomes.

Empirical evidence in favor of our framework comes from the observation
that the frequency of both growth acceleration and economic setbacks, is
highest at middle-income levels. As discussed in Chapter 1, this upward and
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downward mobility of middle-income countries is the source of the ‘twin-
peaked’ distribution in the world economy today, with many poor and many
rich countries and relatively few countries in between.11

The empirical literature on political instability and growth also provides
some evidence on inequality traps. Alesina et al. (1996) find that for the
1960–82 period, middle-income and inegalitarian Latin American countries
had the highest frequency of major government changes and coups d’état.
They also find that, according to these indicators, political instability had a
negative effect on growth. Moreover, low growth tends to increase the likeli-
hood of coups, according to Londregan and Poole (1990). All this was reflected
in the significantly lower growth rates achieved by Latin America (per capita
GDP growth of 2.2 percent per year) in comparison to Asian economies
(3.3 percent) and developing countries in Europe (4.1 percent).

To conclude, what our analysis in this and previous chapters suggests is that
the interactions between growth and inequality, along with the role of the
patterns of growth and trade specialization, give rise to the relatively high
upward and downward mobility of middle-income countries. The transition
from middle to upper-middle and high incomes is likely to be very rapid in
egalitarian countries with a manufacturing bias in their trade orientation, a
rapid accumulation of skills and a high agricultural productivity growth. In
countries with large economic inequality, which have a heavy primary export
orientation as well as slower rates of human capital accumulation and tech-
nical progress in agriculture, the transition is much slower and protracted. As
noted by Fajnzylber (1989, 1990), whose writing on the subject constitutes a
pioneer’s view on the role of equity in the development experiences, these are,
concisely captured, some of themore salient contrasts between the transitions
undertaken by the middle-income economies of East Asia and Latin America
since 1960.

11 As discussed in Chapter 1, Quah’s (1993) work on transition probabilities estimated over the
period 1962–84 finds that both upward and downward mobility is highest among middle-income
economies.
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17

Institutions and Development

The relationship between institutions and development is an old theme in
political economy. It was, for example, a central theme for Adam Smith who
in the Wealth of Nations writes:

Commerce and manufactures can seldom flourish long in any state which does
not enjoy a regular administration of justice, in which the people do not feel
themselves secure in the possession of their property, in which the faith of
contracts is not supported by law, and in which the authority of the state is not
supposed to be regularly employed in enforcing the payment of debts from all
those who are able to pay. Commerce and manufactures, in short, can seldom
flourish in any state in which there is not a certain degree of confidence in the
justice of government.1

The literature on this subject has thrived in recent times among development
economists and economic historians. This has been due to the revitalization
of the economics of growth and its application to the big questions of devel-
opment economics as well as to the contributions of the new institutional
economics by Douglass North and his collaborators. Indeed, in the view of the
neo-institutionalists the “fundamental determinants” of development levels
and rates of growth are precisely institutions, so that differences among
countries in the levels of economic development are fundamentally explained
by institutional differences. The recent book by Daron Acemoglu and James
Robinson (2012) expresses this thesis with particular force, clarity and
erudition.

The recent applied literature on institutions and development includes
by now several dozens of papers. It began in the late 1980s2 and grew expo-
nentially in the first decade of the 2000s. Among the most influential

1 Cited by Rodrik et al. (2004).
2 Among the initial contributions are Scully (1988) and Knack and Keefer (1995). If one includes

the contributions of political scientists on the relationship between political institutions and
development, then the applied literature on the subject is older.



contributions are Hall and Jones (1999), Acemoglu, Johnson, and Robinson
(AJR, 2001, 2002, and 2005), Easterly and Levine (2003), Rodrik et al. (2004),
Glaeser et al. (2004), and Acemoglu and Robinson (2012). All these authors
have in common that they take into account the contributions of neo-insti-
tutionalists like North and explore the basic hypothesis that the quality of
economic and political institutions has a fundamental role in the explanation
of the large per capita income gaps among countries.

AJR (2001, p. 1369) refer to North and Thomas (1973), Jones (1981), and
North (1981) in order to express this basic hypothesis as follows: “Countries
with better “institutions”, more secure property rights, and less distortionary
policies will invest more in physical and human capital, and will use these
factors more efficiently to achieve a greater level of income”. Hall and Jones
(1999) express the hypothesis stating that current international gaps in
income per capita are fundamentally explained by differences across countries
in social infrastructure: “The central hypothesis of this paper is that the
primary, fundamental determinant of a country’s long-run economic per-
formance is its social infrastructure. By social infrastructure we mean the
institutions and government policies that provide the incentives for individ-
uals and firms in an economy”. And they define a good social infrastructure as
one that reduces (rather than increases) the gap between the private and social
returns in the set of activities in the economy from working in a factory or
invest in physical and human capital to create new ideas or transfer technolo-
gies from abroad. Moreover, a good social infrastructure is one that aligns
private and social returns of activities with negative consequences for the
economy and society such as theft and corruption (Hall and Jones, 1999,
p. 84).

It is worth noting that, just as in Adam Smith, there are in fact two hypoth-
eses involved here. First, there is Smith’s argument in favor of protection of
property rights and a good administration of justice, that is of the rule of law as
a necessary condition for “commerce and manufactures to flourish”. But this
argument is often accompanied by another one. This is the idea that the best
social infrastructure is one that gives the greatest economic freedom to indi-
viduals, the hypothesis of the invisible hand. This is what Hall and Jones
mean with aligning social and private returns: that state intervention in the
economy, through taxes and regulations, should be kept at aminimum so that
private agents can appropriate the social returns of their economic activities to
the maximum extent.3 The following quote from Adam Smith captures the

3 As they put it: “A social infrastructure favorable to high levels of output per worker provides an
environment that supports productive activities and encourages capital accumulation, skill
acquisition, invention, and technology transfer. Such a social infrastructure gets the prices right
so that, in the language of North and Thomas [1973], individuals capture the social returns to their
actions as private returns” (Hall and Jones, 1999, p. 84).
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two hypotheses together: “Little else is requisite to carry a state to the highest
degree of opulence from the lowest barbarism but peace, easy taxes, and a
tolerable administration of justice: all the rest being brought about by the
natural courseof things” (Smith, citedbyAzariadis and Stachurski, 2005, p. 298).

Themain contributions to the applied literature on this subject evaluate one
or both of these hypotheses. They take the form of cross-country regressions
in which levels of per capita income or growth rates are regressed on insti-
tutional and policy variables, reflecting one or both hypotheses, in addition to
other possible determinants of income levels and growth rates. In what
follows, I discuss the empirical evidence that the recent applied literature on
institutions and development has to offer and the theoretical basis on which it
relies. I start in section 1 reviewing the first proposition (or “the rule of law
hypothesis”) focusing on the problems involved in measuring institutions
and separating the effects of institutions on development from those of
development on institutions. I then turn in section 2 to the second propos-
ition (“the invisible hand hypothesis”) on the effects of economic liberaliza-
tion on growth and development and discuss the theoretical basis of the
empirical models present in the literature. Section 3 then reviews some
common problems with the empirical evidence offered in favor of both
hypotheses and section 4 looks at the paradox of institutional convergence
in Latin America over the past 3 decades coupled with a wide variety of growth
performances.

1. The Rule of Law Hypothesis: The Weak and Strong Versions

In its weak version, the “rule of law hypothesis” asserts that greater enforce-
ment of the rule of law has positive developmental effects. This is, in my view,
hardly controversial. I find it hard to construct a convincing argument con-
cluding that a higher risk of expropriation can be favorable to economic
development. It should also be noted that acknowledging the role of insti-
tutions in this limited sense is not what distinguishes the new institutional
economics from other strands of development and growth theory. Lewis, to
take one example among the classical development theorists, gave much
importance to the discussion of institutions in his book The Theory of Economic
Growth. Moreover, whatever the view that one may take on the economic
determinants of growth and the interactions among them, if growth is a
function of the risk-adjusted rates of return to factor accumulation and innov-
ation, it is clear that institutional factors will be crucial in the qualifier “risk-
adjusted” and therefore in the accumulation and innovation process. In other
words, in its weak version, the “rule of law hypothesis” is consistent with all
growth models (including neoclassical, Keynesian, endogenous growth and

The Rule of Law Hypothesis: The Weak and Strong Versions

363



classical development models) to the extent that in the open economy ver-
sions of these models with international capital mobility, the accumulation
functionmakes political risk an important factor determining the country risk
premium.

There is, however, a strong version of the hypothesis that goes well beyond
the argument that strengthening the protection of property rights is favorable
to economic development. The hypothesis here, as implicitly or explicitly
claimed in much of the recent literature, is that the institutions protecting
property rights, together with liberal economic institutions, are the funda-
mental determinant of economic growth, a deeper and more fundamental
determinant than policies, geographical characteristics, economic structure or
other possible factors affecting the rates of physical and human capital accu-
mulation. In fact, in its strongest version, institutions are the only fundamen-
tal determinant of economic development. Acemoglu and Robinson (2012,
see in particular Chapters 1 and 2) argue along these lines that the fundamen-
tal determinants are not geography, culture, or incorrect policies followed by
ignorant rulers but the nature, inclusive or extractive, of political and eco-
nomic institutions.

In what follows, I discuss the empirical evidence showing positive develop-
mental effects of protection of property rights, i.e. the evidence supporting the
weak version of the hypothesis. I then turn to discuss the controversies on the
evidence offered to support the stronger claim that the protection of property
rights is a more fundamental determinant (together with economic freedom)
than other factors.

The weak version: measurement and endogeneity problems

Although the weak version of the hypothesis is hardly controversial, this does
not mean that it has been empirically validated in the recent literature.
Indeed, the evidence offered in its favor is not without problems. Two such
problems refer to the measurement of the rule of law, through subjective
indicators as an index of protection against the risk of expropriation, and to
the endogeneity problem resulting from the fact that the positive correlations
between development and the rule of law that have been found could reflect
the effects of economic on institutional development rather than vice versa.

Institutional indicators of property rights protection or enforcement of the
rule of law vary in cross-country regression studies.4 A first source of indica-
tors, used initially by Knack and Keefer (1995), Hall and Jones (1999), and AJR
(2001), refers to survey indicators for institutional quality from the

4 For a detailed discussion of institutional indicators used in cross-country studies, see Glaeser
et al. (2004).
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International Country Risk Guide (ICRG), constructed by Political Risk Ser-
vices, a firm that specializes in providing assessments of risk to international
investors and collected over the 1980s and 1990s. A second set, used by
Rodrik, Subramanian, and Trebbi (2004), is an aggregated index of mostly
survey assessments of government effectiveness collected by the World Bank
(see for a recent version of methodology and data, Kauffman, 2010). A third
set, coming from the Polity IV data set collected by political scientists (Jaggers
and Marshall, 2000), aims directly to measure the limits of executive power.
Perhaps the most widely used is the ICRG which rates a large number of
countries according to several categories (such as government repudiation of
contracts, protection against risk of expropriation, or corruption) from which
a number of variants of rule of law indexes can be constructed. For example,
Knack and Keefer (1995), the first paper to use the ICRG, used an index which
is an average of five of the 24 categories for the years 1986–95. Subsequently,
Barro (1997), Hall and Jones (1999), AJR (2001), McArthur and Sachs (2001),
to mention only some of themost influential papers, have used variants of the
rule of law index. All these papers claim to have found positive and significant
effects of property rights protection on economic growth or the level of
development.

A first problemwith the use of these indicators is that they do not reflect the
institutions that constrain government to preserve and protect property
rights. Glaeser et al (2004) make three important points in this respect. First,
they show how the subjective indexes used as indicators of institutions are in
fact reflecting outcomes (policy choices by political leaders rather the con-
straints on them). This is why authoritarian regimes (such as Singapore or the
USSR) whose leaders choose to respect property rights get scores that are as high
as countries inwhich political constraints effectively force leaders to chose good
policies. Second, the indicators are highly volatile rather than reflecting a slowly
changing set of rules.5 This contrasts with the often-quoted definition of
institutions by North (1981) that emphasizes the constraints on behavior
(including government behavior), rather than policy choices, and stresses the
permanence of these rules and norms.6 Third, those indicators are very weakly
related with the few available measures of constitutional constraints on

5 As they argue in relation to expropriation risk: “ . . . consistent with the intellectual victory of
the Washington Consensus, the data show that the average score on expropriation risk in the
sample rises from 5 in 1982 to 9 (with the median of 9.5) in 1997. Whatever expropriation risk
measures, it is obviously not permanent rules, procedures, or norms supplying checks and balances
on the sovereign” (Glaeser et al, 2004, p. 276).

6 In North (1981) definition, institutions are “a set of rules, compliance procedures, and moral
and ethical behavioral norms designed to constrain the behavior of individuals in the interests of
maximizing the wealth or utility of principals” (pp. 201–2).
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government, reflecting instead subjective assessments that are themselves
influenced by a country’s economic performance.7

A second problem refers to the endogeneity of institutions. Are high devel-
opment levels the result of the effects of “good institutions” on development
as stressed by Adam Smith (1776) and the contemporary new institutionalism
(North and Thomas, 1973; North, 1981, 1990)?8 Or do rich countries have
“good institutions” due to the dependence of institutional development on
economic progress? While the basic hypothesis of the recent literature is that
causality goes primarily from institutional quality to development, other
social scientists have asserted that institutions and institutional quality are
themselves affected by the level of economic development. For example,
institutional change and the role of institutions in development was a central
theme in Marx who saw, however, the direction of causality between insti-
tutions and development in a somewhat different form than Adam Smith. For
Marx, the advance of productive forces was the engine of change in the social
relations of production and society’s superstructure, including in this super-
structure all types of institutions. In the political science literature, the Lipset
hypothesis makes a similar argument with respect to political institutions (see
Lipset, 1960; and Alvarez et al., 2000). There are several reasons for this direc-
tion of causality. A greater wealth and stock of human capital can generate
demands for institutions of higher quality such as a demand for political
institutions with greater transparency and accountability (as in the Lipset
hypothesis). Greater wealth can make better institutions affordable as it is
costly to establish and administer institutions and the better their quality the
more costly they are. Moreover, as noted by Chang (2011), economic devel-
opment generates new agents of change that demand institutional changes; in
the 18th century, the emerging industrial capitalists supported the develop-
ment of the banking system against the opposition of landowners and, at the
end of 19th and early 20th centuries, the growing power of the working class
led to the emergence of the welfare state and the adoption of labor protection
laws against the opposition of capitalists.

While the influence of development on institutions may have been neg-
lected in the recent literature, as argued by Chang (2011), the most influential
studies recognize that causality between institutions and economic develop-
ment runs in both directions and thus that institutional quality is itself an
endogenous variable.9 The recognition of this endogeneity is precisely what

7 In fact, as shown by Glaeser et al. (2004, p. 279), two of the few available measures of
constitutional constraints (measures of judicial independence and constitutional review) are not
correlated with income per capita.

8 Before Smith, Montesquieu (1748) also stressed the importance of constraints on government.
9 For example, Hall and Jones (1999, p. 99) state: “we recognize explicitly that social

infrastructure is an endogenous variable. Economies are not exogenously endowed with the
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motivates the adoption of an instrumental variables approach in these studies.
This procedure involves using as instrument of recent institutions some indi-
cator of the exogenous component of institutions that allows the researcher to
control for the endogeneity of current institutions with respect to current
income per capita. The instruments that have been used include mortality
rates of Europeans in the colonies (AJR, 2001), distance from the equator (an
indicator of European influence according to Hall and Jones, 1999), or the
percentage of the population that speaks a European language as its primary
language. All this, however, does not mean that the ways in which the
empirical literature has approached the problem of endogeneity of institu-
tions are satisfactory (for further discussion, see Glaeser et al., 2004; Prze-
worski, 2004; Durlauf, Johnson, and Temple, 2005; Asoni, 2008). The
construction of appropriate instruments has also been questioned. Indeed,
recently Albouy (2012) has raised strong doubts on the validity of AJR (2001)
findings. Albouymakes twomain points. First, more than half of the countries
in the AJR sample were assigned mortality rates relying on conjectures, based
on weak and sometimes inaccurate foundations, as to which countries have
similar disease environments. Second, when the conjectured mortality rates
are dropped from the sample, the relationship between expropriation risk and
mortality rates weakens substantially, making the estimates of the effect of
expropriation risk on income per capita unreliable.

The strong version: how fundamental are institutions?

The strong version of the rule of law hypothesis, i.e. the proposition that not
only institutions matter for development but that they are the fundamental
cause of long-run economic performance, is a prominent view in the contro-
versies on the deep determinants of economic growth and development
levels, i.e., on whether openness, geography, institutions, or other fundamen-
tal factors has primacy over the others. We have already alluded to the role of
openness as a deep determinant in Chapter 14 and reviewed the role of
particular factor endowments in Chapter 15. Chapter 18 will look at the geog-
raphy versus institutions debate. Here I focus on the most influential papers
that assign the primary role to institutions and comment on what may be

institutions and incentives that make up their economic environments, but rather social
infrastructure is determined endogenously, perhaps depending itself on the level of output per
worker in an economy. . . . For example, poor countries may have limited ability to collect taxes and
may therefore be forced to interfere with international trade. Alternatively, one might be
concerned that the experts at Political Risk Services who constructed the components of the
GADP index [government antidiversion policies index] were swayed in part by knowledge of
income levels.”

The Rule of Law Hypothesis: The Weak and Strong Versions

367



called the policies versus institutions controversy (involving AJR and Glaeser
et al., among others).

The most influential proponents of the primacy of institutions are Acemo-
glu, Johnson and Robinson (see AJR, 2001, 2002, as well as Acemoglu and
Robinson, 2012). AJR (2001) present a theory of institutional differences
among countries colonized by Europeans and their role in economic develop-
ment that, together with the empirical evidence provided, led them to con-
clude that institutions have the fundamental role in the explanation of the
enormous gaps in economic development that we observe today. The theory
presented by AJR is based on the following premises. First, AJR argue that
different types of colonization created different types of institutions. At one
extreme, Europeans created “extractive states or institutions”. These institu-
tions did not provide much protection to private property and did not create
safeguards against governmental expropriation. Their main purpose was to
transfer a maximum of resources from the colony to the colonizer. Examples
of this type of colonization were the Belgian colonization of the Congo or that
of Burundi where the Belgians ruled indirectly through Tutsi chiefs and
exploited the colony through forced labor on coffee and other cash crop
plantations and compulsory food crop quotas (Easterly and Levine, 2003).
Another example is the French colonization of Dahomey where it has been
estimated that 50 percent of its GDP was extracted by France between 1905
and 1914 (Manning, 1982, cited by AJR, 2001). Other examples refer to the
earlier colonization of Latin America (in particular of Mexico, Peru, Bolivia
and Brazil) by the Spaniards and Portuguese. Coatsworth (1978), for example,
has emphasized the role of Spanish colonial institutions in the backwardness
and economic stagnation (compared to the United States) of Mexico during
the 18th and 19th centuries. At the other end of the spectrum, Europeans
emigrated and established in a number of “settler colonies”, creating what
historian Alfred Crosby (1986) called “Neo-Europes” and what economic
historian Angus Maddison refers to as the Western offshoots (Australia, New
Zealand, Canada, and the United States). The colonizers in this case replicated
European institutions, with a strong emphasis on the protection of private
property and safeguards against government power.

The second premise is that the type of colonization was affected by the
viability of settling in the colonies. In areas that were not hospitable to
European settlers because the health environment was not favorable, there
were no conditions for the creation of Neo-Europes and the most likely result
was the creation of an extractive state.10 By contrast, areas that were hospit-
able to European settlers in the 17th, 18th, or 19th centuries ended up with

10 AJR note that the Pilgrims decided to settle in the North American colonies instead of Guyana
partially because of the high mortality rates in Guyana.
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good institutions. The third premise is that colonial institutions persisted even
after independence. Post-independence governments tended to resemble pre-
independence regimes. Settler colonies tended to produce post-colonial gov-
ernments that were more democratic and more devoted to defending private
property rights than extractive colonies. Extractive colonies had already insti-
tutions designed to effectively extract resources, and the post-colonial elite
frequently exploited the pre-existing extractive institutions rather than incur
the costs of introducing better institutions.11

It is worth noting that the AJR thesis emphasizes the role of local conditions
in the colony as they affected the viability of settling in the colony and in this
way affected the nature of the institutions established. In this respect, their
thesis resembles that of Engerman and Sokoloff (2002), discussed in
Chapter 16, which also emphasize the role of institutions in development
linking institutions to local factor endowments and inequality. These views
are quite different from arguments that focus on the identity of the colonizer
in order to explain the institutions that were created in the colonies. La Porta
et al. (1998), for example, emphasize the importance of colonial origin (the
identity of the colonizer) and the legal origin of contemporary institutions,
arguing that common law countries and former British colonies have better
property rights and more developed financial markets (see the recent survey
by La Porta et al, 2007). Similarly, Landes (1998) and North et al. (2000) argue
that former British colonies prospered relatively to former French, Spanish
and Portuguese colonies due to the better economic and political institutions
and the better culture that they inherited from Britain.12

AJR present econometric evidence in favor of the argument that institu-
tional differences have a very important impact on economic development.
They use an indicator of protection against expropriation risk, from the ICGR
alreadymentioned, as a measure of institutional quality. Recognizing that this
variable is almost surely endogenous since a country’s income level influences
its capacity to protect property rights, they use as an instrument (as the
exogenous component of institutions caused by early colonial experience)
the mortality rates of Europeans in the colonies. In this way, AJR estimate
large effects of institutions on income per capita. For example, their estimates
imply that an improvement of Nigeria’s institutions to the level of Chile’s
would lead, in the long run, to multiply by 7 the income per capita of Nigeria.

11 Coatsworth (1978) provides an insightful analysis of the persistence of New Spain institutions
in post-independence Mexico as a major obstacle to economic development in this country during
the 19th century.

12 Earlier, Hayek (1960) had argued that British common law tradition is superior to French civil
law, which was developed during the Napoleonic era in order to restrict the interference of judges
with state policies (see also Lipset, 1994).
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At the same time, AJR discard other interpretations of colonial experience.
When they add dummies for British and French colonies, this has very little
effect on the results. This and other related results lead them to conclude that
the identity of the colonizer is not an important determinant of the patterns
of colonization and the subsequent institutional development. They also
control for legal origin, adding a dummy for French legal origin, but this has
no impact on the estimates of the effects of institutions on income per capita.

Glaeser et al (2004)offer a viewof economic andpolitical development thathas
some features in common with the neo-institutionalist approach of AJR, such as
the need for secure property rights to support investment in physical and human
capital. They differ, however, from the institutionalist view that sees policies
supporting physical and human capital accumulation as a result of institutional
constraints on government, in that they view policies, especially in many poor
countries, as the result of policy choices by often unconstrained political leaders.
These authors criticize AJR arguing that their instrument, settlers’mortality, may
have indeedbeen important indetermining settlement patterns but this does not
show that what is important is the institutions that the settlers imported rather
than thehumancapital broughtwith them.More specifically, they argue that the
results of AJR do not establish a role for institutions:

The Europeans who settled in the New World may have brought with them not so
much their institutions, but themselves, that is, their human capital. This theoretical
ambiguity is consistent with the empirical evidence as well. We show that the instru-
ments used in the literature for institutions are even more highly correlated with
human capital both today and in 1900, and that, in instrumental variable specifica-
tions predicting economic growth, human capital performs better than institutions.
At the purely econometric level, this evidence suggests that predictors of settlement
patterns are not valid instruments for institutions. (Glaeser et al, 2004, p. 274)

They conclude that it might be more fruitful to look for policies favoring
human and physical capital accumulation than for the “deep” factors explain-
ing economic development.

In his criticism of the new institutionalism, Przeworski (2004) argues that
the hypothesis of AJR (just as Engerman and Sokoloff, 2002) does not explain
the enormous variation in political institutions and development trajectories
that we find among former colonies with “extractive institutions”. These
different trajectories have led to substantial income gaps between, say, Mexico
and Nicaragua and Chile and Bolivia (a ratio of 4.0 to 1 and 3.4 to 1 respect-
ively in incomes per capita in 2011). Przeworski mentions that between 1831
and 1924 all Chilean presidents were elected for fixed periods and all but one
completed their periods or died being presidents and were succeeded by a
constitutionally designated successor. In Bolivia, no president completed its
period during the first 125 years of independent life (and their “average life” as
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presidents was less than a year). We can add to this comparison the case of
Mexico in which the presidency changed hands 75 times during the first 55
years of independent life from 1821 to the establishment of the dictatorship of
Porfirio Díaz in 1876.

In the controversies on the role of institutions in development, some neo-
institutionalists appear to have recently radicalized their position. What sets
apart some neo-institutionalists such as Acemoglu and Robinson in their
recent 2012 book is that in their view, among the so called deep determinants
of economic development, only institutions matter while at the same time
downplaying the interactions and feedback effects going from development
levels to institutions. This “institutions only” view ignores the role of other
important determinants, not only of such factors as geographical and cultural
characteristics, but also of policies and the ideas (or economic and political
ideologies) that shape these policies. To be sure, policies matter in the insti-
tutionalist view but they have no independent importance from the insti-
tutions that constrain them. In fact, policies depend onmany factors, and not
only on the institutional constraints facing political leaders. This seems clear,
as already discussed, from the behavior of institutional indicators used in
cross-country studies. Policies are, in particular, shaped by the perceptions of
the elites. They are influenced by ideas of which political leaders are often
slaves, as Keynes once put it. And their adoption depends also on the power
that the elites have in imposing their will.

2. The Invisible Hand Hypothesis: Theoretical Aspects

The second hypothesis can be rephrased as saying that economic liberaliza-
tion is always and everywhere good for growth. Before looking at the evidence,
it is worth mentioning that there are at least three interrelated problems with
this hypothesis.

Underdevelopment, institutions, and coordination failures

A first problem is that the invisible hand hypothesis lacks solid theoretical
foundations. We know from economic theory, in particular from the contri-
butions to the theory of general competitive equilibrium and welfare econom-
ics, that the necessary conditions for the invisible hand, i.e., free markets, to
generate a unique general equilibrium that is a Pareto optimum are extremely
restrictive. This raises then the question of what exactly should we understand
by good institutions (favorable to growth). If, as argued by Hall and Jones
(1999), these are those that reduce the gap between private and social returns
to investment and productive activities then, as shown by classical
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development theory, the best institutions are not necessarily market-oriented
institutions or policies but those that involve the state in overcoming coordin-
ation failures, resulting from the existence of multiple equilibria, and promote
activities with positive externalities. When poverty traps exist as a result of
those failures and externalities, the existence or not of state institutions with
the purpose of intervening in economic activity may be fundamental to
explain why some countries develop and others don’t. Abramovitz (1986)’s
inclusion of industrial and financial institutions in his notion of the social
capability necessary to exploit Gershenkron’s advantage of backwardness and
promote a process of convergence to high income levels is an example of those
state institutions and their role in economic development. Przeworski (2004,
p. 15) emphasizes the same point in relation to classical development theory
when he says that in addition to the New Testament of North and Thomas
(1973), “we also have the Old Testament, drafted by Rosenstein-Rodan
(1943) . . .which says that institutions that matter are those that coordinate
development”. Bardhan (2004) makes a similar point when he states that the
new institutionalism “got its institutions wrong”. When market failures pre-
vent the invisible hand from achieving a Pareto optimum, market institutions
that maximize economic freedom will not be the best possible institutions for
economic welfare and may be clearly insufficient for economic development.
All this is not heresy from heterodox economists; it is well known by neoclas-
sical economists in the tradition of market failures (see Chang, 2011, for
further discussion).

One way of illustrating the contrast between classical development theory
and the new institutionalism is by comparing the explanations of the conver-
gence of the South of the United States that can be derived from each of the
two perspectives. Acemoglu and Robinson (2012, pp. 351–52) attribute the
contrast between the prosperous North and the backward South of the United
States in the 19th century to the presence of extractive institutions (slavery) in
the South. They note the persistence of racial segregation in the South after
the abolition of slavery, an example of the perseverance of extractive insti-
tutions, and conclude that it was only in the 1950s and 1960s with the civil
rights movements and the removal of segregation that the South would be
able to converge institutionally and economically with the rest of the United
States (Acemoglu and Robinson, 2012, p. 357). There is no doubt that the
underdevelopment of the United States South in the 19th century was due, in
part, to the presence of “extractive institutions” (slavery) and that the persist-
ence of traditionalist institutions contributed to the “low level equilibrium” in
which the South continued to be trapped after the abolition of slavery. As
noted by William Nichols in his 1959 Presidential Address of the Southern
Economics Association: “In some degree, the South has been traditional
because it was poor. At the same time, it has also remained poor in part
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because it was traditional.”13 However, the economic convergence of the
South towards the higher income levels of the rest of the United States started
not in the 1950s and 1960s with the abolition of segregation. The take off of
the South took place much earlier with themassive infrastructure investments
of the New Deal in the 1930s which had precisely the objective of lifting the
South out of a poverty trap in which the lack of infrastructure had amajor role
by preventing the expansion of manufacturing activities (see on the subject,
Bateman, Ros, and Taylor, 2009). It was then and not earlier (with the aboli-
tion of slavery) or later (with the civil rights movement) that, despite racial
segregation, the South escaped from the kind of “low level equilibrium”,
stressed by classical development theory, in which it had remained after the
abolition of slavery in the 1860s.14 The civil rights movement was probably
muchmore a consequence of the economic convergence that had been taking
place over the previous three decades than vice versa.

Economic liberalization, allocative efficiency, and growth

A second problem, evident for those familiar with the theorem of the second
best, is that even when the external effects and market failures that prevent a
decentralized economy from achieving a Pareto optimum are absent, more
economic liberalization does not bring necessarily greater economic efficiency
in resource allocation. The theorem of the second best of Lipsey and Lancaster
states precisely that we cannot say a priori if a greater degree of liberalization of
a particular market brings with it a greater efficiency in the allocation of
resources unless all other markets are already completely liberalized.

It is ironic that the theorem of the second best is behind the reasoning given
by orthodox economists to explain whymarket oriented reform in developing
countries over the past few decades did not always bring the expected benefits.
A remarkable example of this is when we are told that if the benefits of trade
liberalization could not be fully reaped, thismust be due to an excessively rigid
labor market or the lack of competition in the non-tradable goods sectors.

A third problem, often overlooked in the literature on institutions and
development, is that even if a more liberalized economy is more efficient in
allocating resources, one cannot argue that this economywill necessarily grow
at a faster rate. Greater efficiency in resource allocation does not bring

13 Cited in Bateman, Ros, and Taylor (2009).
14 Similarly, apartheid created a dual economy and society in South Africa, but contrary to the

assertion of Acemoglu and Robinson (2012, p. 265), its abolition did not eliminate economic
dualism, at least in the sense of Arthur Lewis, cited by the authors. For this, a process of capital
accumulation over a long period of time will be necessary. In other words, dualism is not the
product necessarily of extractive institutions (apartheid in South Africa) but of an imbalance in
factor proportions (capital and labor) as discussed in Chapter 6.
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necessarily faster growth. What is good for efficiency in the allocation of
resources and what is good for economic growth may not coincide. What is
crucial for growth is the rate of return to factor accumulation and to product-
ivity improvements and greater allocative efficiency need not bring about
such higher returns.

Two examples can help illustrate the point. The infant industry argument is
about how restrictions to foreign trade, that imply static efficiency losses, can
be favorable to long-term growth by promoting the development of new
industries in which the economy will have in the future a comparative advan-
tage. As discussed in Chapter 9, protection of an infant industry is favorable to
growth precisely because it raises the rate of return to capital accumulation in
activities where productivity grows endogenously with output and invest-
ment. Under free trade, the rate of return in these industries would be so low
that these activities would not develop. Schumpeter’s theory of technological
innovation provides another illustration of how a high degree of competition
(which is favorable to efficiency in resource allocation) can inhibit growth by
slowing down technical progress. As discussed in Chapter 5, the reason here is
that free competition can lower the rate of return to technological improve-
ments. Under perfect competition, Schumpeter argued, technical progress
would be absent since firms would lack the incentives for technological
innovation (the appropriation of temporary monopolistic rents accruing to
an innovator) and the means required to finance research and development
expenditures.

3. Some Common Problems in Growth Empirics

Whether the studies test the first or the second hypothesis or both, the
supporting evidence takes the form of cross-country regressions in which
growth rates or levels of per capita income are regressed on institutional and
policy variables together with other possible determinants of income gaps or
growth rates. When the growth rate of GDP per capita is the dependent
variable, the standard empirical model is generally a linear regression of
growth on the initial level of GDP per capita (to investigate the hypothesis
of conditional convergence) and institutional, policy and economic structure
indicators. The proximate determinants of growth (in particular investment in
physical and human capital) may or may not be included depending on
whether the hypothesis is that the policy and institutional variables affect
the efficiency with which factors of production are used or both the efficiency
and the rates of factor accumulation. These regressions are often referred to as
Barro regressions due to the influence of Barro’s 1991 article in the Quarterly
Journal of Economics. Their analytical foundation was provided by Mankiw,
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Romer, and Weil (MRW, 1992) in a model that extends Solow’s neoclassical
growth model to incorporate human capital in the production function. As
suggested by MRW in their original model, the term in the production func-
tion representing total factor productivity could be seen as reflecting not only
the level of technology strictly speaking but also the natural resource endow-
ment, climate, institutions, and other potential determinants of the level of
technical efficiency.

The empirical evidence based on cross-country regressions has several prob-
lems. As shown by Rodriguez (2010), despite the fact that the regression
equations used in the literature have an analytical foundation (the augmented
neoclassical growth model), they require a set of key assumptions, the most
important of which is that the logarithm of the production function is linear
in the institutional, policy and structural variables. This linear specification
lacks theoretical foundations: there is no reason to expect that variables as
diverse as institutions, economic policies and structural characteristics have
linear and separable effects on the logarithm of the production function (or,
one may add, on the rates of factor accumulation in the specifications that do
not include these rates among the independent variables). On the contrary,
the theorem of the second best would lead us to expect that a change in a
policy or institutional variable will have different effects (in size and sign) on
efficiency or growth depending on its initial value and the values of other
variables.

Non-linearities

Common sense and empirical observation, besides theoretical considerations,
also suggest that policies and institutions have non-linear and non-separable
effects. Consider, first, non-linearities. Public expenditure as a proportion of
GDP is often included in cross-country growth regressions as an indicator of
the economic size of government with an expected negative sign (as a bigger
government implies higher taxation).15 While it seems reasonable to expect
that a reduction in public spending from, say, 80 percent to 70 percent will
have a positive effect on growth, is it equally reasonable to suppose that a
reduction from 10 percent to zero will have the same effect in size and sign on
growth when, in such case, the economy is being deprived from the supply of
the most basic public goods? Yet this is the expectation implicit in a linear
specification. And if one agrees that the optimal level of public spending for

15 Studies claiming to show that a large government sector negatively affects economic growth
include Barro (1991), Engen and Skinner (1992), Hansson and Henrekson (1994), Gwartney,
Holcombe, and Lawson (1998), and Fölster and Henrekson (2001). Some papers claim to have
found a positive effect of government size on economic growth (see Ram, 1986, and Kormendi and
Meguire, 1986).
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growth is not zero one is accepting that the effect of public spending is non-
linear and changes sign. This is in fact recognized in theoretical models. Barro
(1990), for example, pointed out that the economic size of government has
different and opposite effects on growth in the context of amodel of endogen-
ous growth. A larger government size requires higher taxation which reduces
the growth rate through disincentive effects. At the same time, an increase in
government spending raises the marginal productivity of capital which
increases the growth rate. He argues that the positive effect on the marginal
product of capital dominates when the government is small, and the negative
effect through higher taxation dominates when the government is large. As a
result, the effect of increased government spending on economic growth
should be non-linear and some optimal size of government should exist.16

Another example of non-linearities refers to the effects of inflation on
economic growth (see Chapter 13). While an increase in the rate of inflation
from medium to high levels is likely to have a negative effect on growth as
long-term financial contracts, essential for investment, tend to disappear and
speculation becomes more profitable than productive activities, it is also likely
that, at low levels of inflation, a further reduction of inflation may have no
effects (or may even have negative effects) on growth. As Akerlof et al. (1996)
have argued, in the presence of downward nominal rigidities in wages and
prices the economic adjustment of relative prices to shocks can become
sluggish under zero inflation. A moderate level of inflation provides for
some real wage flexibility, which is beneficial for macroeconomic adjust-
ments. It is worth observing that Barro (1995) finds that in samples that
include countries with inflation rates of 20 percent or less the inverse relation-
ship between inflation and growth found in other studies breaks down. Other
influential papers reaching similar conclusions include Bruno (1995), Bruno
and Easterly (1998), Ghosh and Phillips (1998), Khan and Senhadji (2001),
and Burdekin et al. (2004).17 All this suggests that the inflation–growth rela-
tionship is simply non linear.

The same applies to trade policy. As argued in Chapter 14, there is no
compelling reason to expect that in all circumstances the level of tariffs
which is optimal for economic growth is zero and if this is so then the effects
of tariff levels on growth will be non linear and change sign. Consider also the
effects of labor market institutions. In the context of the economic

16 This common sense hypothesis is sometimes referred to as the Armey curve (see Armey,
1995). To be fair, not all cross-country growth regressions have a linear specification in the proxy
for government size. Some authors also pay attention to the composition of government spending.
Yavas (1998) and Heitger (2001), for example, view increases in government size resulting from
increased government consumption as having an adverse effect on growth, while increases in size
that arise from government investment should have positive effects on growth.

17 For a review of the literature, see Pollin and Zhu (2006).
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performance of the labor market and its adjustment to shocks, some authors
argue, and have provided evidence, that both a high and a low level of
centralization of wage bargaining lead to a better performance of the labor
market than an intermediate level (Calmfors and Driffill, 1988). Or think
about the effects of protection of intellectual property rights. As argued by
Chang (2011) this is an example of an institution that in a certain dose
promotes growth (as some protection of intellectual property may be abso-
lutely necessary for growth) but can hurt growth in greater doses.

In fact, these changes in sign seem so generalized that it is hard to think
about variables whose effects are strictly linear andwithout ambiguity positive
or negative along the whole scale of values that they can assume. Thus, I don’t
think it essential to realize a battery of parametric and semi-parametric tests, as
done by Rodriguez (2010), to reach the conclusion that the data reject not
only the hypothesis of linearity but also support the view that non-linearities
often lead to changes of sign in the effects of institutional and policy variables.
Needless to say, to derive implications from the estimates of linear equations
when the effects of independent variables are non-linear is bound to generate
erroneous conclusions.

Non-separability

Almost two decades ago, Lin and Nugent (1995) concluded their survey of the
literature on institutions and development saying that while there seems to be
a broad consensus in the literature that secure property rights are crucial for
economic growth, the effects of stronger protection of property rights are also
conditional on complementary institutions or factors not always present. This
is a good example of non-separability of institutional and policy variables.

The opposite assumption of separability is highly questionable, theoretic-
ally and empirically, as it excludes the existence of interactions among pol-
icies, institutions and economic structures. This goes against all that early
development economics produced in terms of theory. Kenny and Williams
(2011) discuss the complex interactions among policies, institutions and
structure that were present in the views of early development economics
and exemplify this with Gunnar Myrdal’s notion of circular and cumulative
causation: “More than 40 years ago, Gunnar Myrdal. . . . argued that econo-
mists concerned with economic growth need to accept not just that it may
have a great number of causes, but also that these do not work in any ‘linear’
manner. He suggested that problems like economic growth should be exam-
ined using the concept of ‘‘circular causation’’ where a change in one factor
would affect a number of other factors, and these changes would in turn
feedback on the first factor (Myrdal, 1957, p. 16). The essence of a problem
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such as economic growth is that‘it concerns a complex of interlocking, circu-
lar, and cumulative changes’” (Kenny and Williams, 2001, p. 14).

The assumption of separability also goes against what economic history has
produced in terms of case studies and, to take an example from recent eco-
nomic history, the observation of several decades of reforms in the world.
In an evaluation of the results of a decade of economic reforms published by
the World Bank, the role of interactions among policies, institutions and
economic structure is not only recognized but plays a central role. In the
words of this report:

To sustain growth requires key functions to be fulfilled, but there is no unique
combination of policies and institutions for fulfilling them . . .different polices can
yield the same result, and the same policy can yield different results, depending on
country institutional contexts and underlying growth strategies . . .Countries with
remarkably different policy and institutional frameworks – Bangladesh, Botswana,
Chile, China, Egypt, India, Lao PDR, Mauritius, Sri Lanka, Tunisia and Vietnam –

have all sustained growth in GDP per capita incomes above the U.S. long-term
growth rate of close to 2 percent a year. (World Bank, 2005, p. 12)

It is worthwhile noting the limitations of a commonly used approach that
attempts to take into account non-linearities and non-separability by includ-
ing quadratic terms and multiplicative interactions.18 Such an approach
implies accepting that growth is linear in the other variables that are included
in the regression and does not take into account that the non linear effects of
the variable of interest may be much more complex than what can be cap-
tured by a quadratic term or a multiplicative interaction.

Sample heterogeneity

Another problem refers to sample heterogeneity. The econometric studies
assume that the relationships between growth and institutional variables (or
policy variables) are the same for all countries in the sample. However, as
noted by Chang (2011), if these relationships differ across countries this
means, in statistical terms, that the “condition of homogeneity” is violated
making parameters unstable and the results sensitive to particular samples.
The policy implication is the following. If different countries have each of
them a different model of growth determinants, even if these models have the
same functional form, this implies that policy reforms that work in one
country will not work in another country.

18 One among many other examples is the quadratic term for political regime that Barro (1996)
uses and which leads him to conclude that more democracy is good for growth at low levels of
political freedom but starts to be adverse to growth after a moderate level of political freedom.
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This is precisely the lesson that can be derived from the evidence produced
by the recent literature on growth empirics. In their review of this literature,
Kenny andWilliams (2001) state: “ . . . if the evidence shows anything at all, it
is that markedly different policies, and markedly different policy mixes, may
be appropriate for different countries at different times” (p. 1). And later, they
add: “ . . . the universal failure to produce robust, causally secure relations
predicted by models might suggest a broader problem than statistical meth-
odological weaknesses. The evidence appears to suggest that country growth
experiences have been extremely heterogeneous, and heterogeneous in a way
that is difficult to explain using any one model of economic growth” (p. 12).
The problem of sample heterogeneity, together with other flaws in economet-
ric methodogy, are so serious that several authors have opted for rejecting the
cross section regressions as a poor way to approach the question of economic
growth and consider that detailed country case studies are far more informa-
tive and decisive as empirical evidence (see, for example, Srinivasan and
Bhagwati, 1999).19

4. Institutional and Policy Convergence with Growth Divergence
in Latin America

Institutional failures have often been blamed for the failure of policy reforms
in many developing countries over the last 30 years. Have economic reforms
failed to deliver fast growth because of inadequate institutions? Or have they
failed for other reasons, independent of the institutional framework? Latin
America’s reforms and growth performance over the past 30 years constitute a
natural experiment to explore the answers to these questions.

Economic and political reforms since the debt crisis

In the first decades of the postwar period, Latin America embraced a paradigm
that placed a developmental state at the center of the strategy, with industri-
alization, which was regarded at the time as critical to increase living stand-
ards, as the major objective. Over the past 30–35 years Latin America has
experienced a major overhaul in economic policies and institutions as well
as in political institutions. As a result, a “great transformation” has taken
place, if we may appropriate Karl Polanyi’s expression for events of a different

19 It is worth noting that parameter heterogeneity is not the same as non-linearity. The former
assumes that themodel of growth determinants is different for each country (even if the functional
form is the same). The latter assumes that the model is the same for all the different countries but
the effects of the variables determining growth are non linear. In practice, both problems may be
very relevant and it is difficult to distinguish between the two.
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scale. The major policy changes include far-reaching programs of economic
reforms in different areas that gave a larger role to the private sector in the
allocation of resources and greater scope to market forces and international
competition, all this with the goal of entering a phase of strong export-led
economic expansion. It is worth recalling what has happened.

During and after the adjustment process to the debt crisis of 1982, monetary
and fiscal policies were radically transformed. In 1980, in a group of 20 Latin
American countries,20 none had an independent Central Bank. By 2012, a
majority of countries (11) had an independent Central Bank (see Ros, 2012).
In addition, in the largest countries (Brazil, Mexico, Chile, Colombia, and
Peru) the central bank operated under an inflation-targeting regime with a
floating exchange rate and price stability as its sole mandate.21 Fiscal policy
went through a similar overhaul. In 1980 no country had a balanced budget
rule. By 2012, 8 countries had a balanced budget law,22 generally a strict
commitment to balance the budget every year with the exception of Chile
which had a structural budget rule which allowed for fiscal deficits during
recessions provided that these were compensated by budget surpluses in boom
periods.

Regarding structural reforms in other areas, the early and prominent com-
ponents of the reform agenda were trade liberalization and deeper integration
into the world economy based on comparative advantages, as well as a broad
opening to foreign direct investment (see Lora, 2001). Tariffs were sharply
reduced and the tariff structure radically simplified as non-tariff barriers were
largely eliminated. The median average tariff which in 1985 was 42 percent
fell to 5 percent in 2010 and the highest average tariff went down from 88
percent to 11 percent (see Ros, 2012). These changes were so far-reaching that,
as argued in Ocampo and Ros (2011), the objective of setting low tariffs was
achieved to a much greater extent than in the classical period of primary
export-led growth in the late 19th and early 20th centuries.

A wave of free trade agreements or custom unions took place with NAFTA
(1994) in the North and MERCOSUR (1991) in the South being the most

20 This group of 20 countries includes those Latin American countries for which information is
available in the Penn World Table.

21 Inflation targeting regimes now prevail in major Latin American countries. Chile and
Colombia were the pioneers having adopted inflation targets since 1990 and 1991 respectively.
Peru introduced a floating exchange rate regime in 1994 and in 2002 the central bank replaced
quantitative targets for monetary aggregates with inflation targets using the interest rate as the
main instrument of monetary policy. After the 1994–5 crisis, Mexico let the peso float and in 1999
moved to an inflation-targeting regime eventually adopting a target interest rate as policy
instrument. Brazil also joined this group of countries in 1999 after the exchange rate crisis of the
beginning of that year.

22 These are Argentina, Brazil, Chile, Colombia, Ecuador, Mexico, Panama, and Peru. See on this
subject and Central Bank independence, Jácome and Vázquez (2005), Kumar, Baldacci, and
Schaechter (2009), and Ros (2012).
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important initiatives. Moreover, under the leadership of Mexico and Chile, a
wave of bilateral or multilateral free trade agreements was launched. All this
contributed to a sharp increase in the weight of international trade in the
economy. As discussed in Ros (2012), between 1985 and 2010 the share of
exports and imports in GDP increased for the median country from 54.3
percent to 64.4 percent. Some spectacular increases were recorded by Argen-
tina (from 11.5 percent to 45.1 percent), Mexico (from 28.4 percent to 58.8
percent), Costa Rica (from 56.9 percent to 100.8 percent), and Paraguay (from
47.4 percent to 105.9 percent). In turn, the relaxation of FDI regulations led to
a sharp increase in the share of FDI in gross capital formation. The median
country increased this share from 4 percent to 13 percent and for some
countries this share rose to over 30 percent.

Trade and FDI liberalization were accompanied, in addition, by the elimin-
ation of exchange controls and domestic financial liberalization. The latter
included the liberalization of interest rates, the elimination of most forms of
directed credit, and the reduction and simplification of reserve requirements
on bank deposits. Although it was also accepted that financial liberalization
required regulation to avoid the accumulation of excessive risks in the finan-
cial system, the full acceptance of the need for regulation only came after a
fair number of domestic financial crises (in particular the Tequila crisis of
1994–5).

Another component in the agenda of structural reforms was the privatiza-
tion of a large set of public enterprises together with the opening to private
investment of public services and utilities sectors. A general deregulation of
private economic activities was also part of the agenda. The privatization
process was more gradual than in the case of trade liberalization and a number
of countries kept public sector banks and a number of other firms, notably in
oil and infrastructure services (water and sewage more than electricity and
telecommunications).

There was, finally, an agenda of at least partial liberalization of labor
markets, but here political factors limited the scope of the reform proposals
(Murillo et al., 2011). Even then, as many as 13 countries in our group of 20
undertook changes in labor market regulations with the aim of making
the labor market more flexible (see Lora y Pagés, 1996; Vega, 2005; and Ros,
2012).

Changes in political regimes went hand in hand with economic liberaliza-
tion. Following Przeworski (2004) criteria to classify a political regime as
authoritarian or democratic, in 1980 there were only 4 countries (Colombia,
Costa Rica, Ecuador, and Venezuela) with democratic political regimes so that
85.1 percent of the population of the 20 Latin American countries lived under
authoritarian regimes. In 2009, only one country (Cuba) continued to be
authoritarian, representing 2 percent of the total population.
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Along with the changes in political regimes, perceptions about the rule of
law in Latin America showed a steady improvement. The information avail-
able fromWorldwide Governance Indicators indicates that the percentile rank
of Latin American countries improved from 1996 to 2009, with only 6 excep-
tions (Argentina, Bolivia, Ecuador, Nicaragua, Paraguay, and Venezuela) plus a
minor fall for highly ranked Costa Rica (see Table 17.1).

Growth performance in the recent period

The economic growth performance of Latin America since the 1980s is clearly
weaker than that of the previous development phase. This is true even if we
leave aside the “lost decade” of the 1980s. For the period 1990–2008, the
average of Latin America’s per capita GDP growth rate has been 1.8 percent
per year, well below the growth rate of the period 1950–80 (2.7 percent) and
less than the average growth rate of the world economy. The growth perform-
ance of GDP per worker is even worse: 0.7 percent per year for 1990–2008 vs.
2.7 percent in 1950–80. This means that most of the increase in GDP per
capita since 1990 has been the result of the demographic bonus resulting from
the slowdown of population growth (from 2.7 percent to 1.5 percent) in the
face of a still relatively fast growth of the labor force (2.6 percent per year, a
rate similar to the 2.8 percent of 1950–80) (see Ros, 2009).

Table 17.1 Percentile rank for Rule of Law indicator

Country 1996 2009 Change

Chile 85 87 + 2
Uruguay 65 70 + 5
Costa Rica 68 65 �3
Panama 49 51 + 2
Brazil 40 50 + 10
Colombia 20 41 + 21
Dominican Republic 41 48 + 9
Mexico 30 35 + 5
Cuba 18 35 + 17
Argentina 55 30 �25
Peru 30 30 0
El Salvador 20 22 + 2
Nicaragua 35 22 �13
Honduras 20 20 0
Paraguay 21 19 �2
Bolivia 47 13 �34
Guatemala 12 13 + 1
Ecuador 36 10 �26
Haiti 5 5 0
Venezuela 20 2 �18

Source: Worldwide Governance Indicators (WGI). See Appendix to Chapter 1.
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Only a few countries experienced a dynamic growth of productivity at
rates above 2 percent per year since 1990. As shown in Table 17.2, only 4
out of 19 countries (Dominican Republic, Peru, Chile, and Uruguay), had
a better growth performance than in the period 1950–80 while at the
same time having an equal or faster growth than the United States for
1990–2008. Most countries recorded growth rates below that of the US
and a poorer growth performance in 1990–2008 than in 1950–80. This
poor overall productivity performance is not due to the absence of new
dynamic and highly productive activities; it is rather the reflection of the
rising share of low-productivity informal activities, as the high-productivity
sectors were unable to absorb a larger share of the labor force (Ros, 2011).

It is worth noting that, when looking across countries, there is no
apparent relationship between the degree and timing of market liberaliza-
tion and growth performance. The countries in the northwest box with
two of the best performances are Chile, an early reformer, and the Domin-
ican Republic, a late reformer. In addition, these two countries have two
very different macroeconomic frameworks: while Chile has an independ-
ent central bank and a structural balanced budget rule, the Dominican
Republic has none of this. Interestingly, all of the fast growing economies
under State-led industrialization, most of which have thoroughly liberal-
ized their economies, have now underperformed in relation to the past
and world trends, with the major exceptions of the Dominican Republic
and Panama. As a result of these long-term trends, the position of Latin
American countries in the income per worker world table has considerably
deteriorated.

Table 17.2 Growth performance 1990–2008

Relative to
1950–80 Above Below

Relative to USA
average 1990–
2008 (1.8%)

Above Dominican Rep. (2.9)
Peru (2.9) Chile (2.3)
Uruguay (2.2)

Panama (2.8) El Salvador (2.7) Nicaragua (2.1)

Below Argentina (1.7) Honduras (1.5) Costa Rica (1.1)
Brazil (1.0) Colombia (1.0) Guatemala (0.8)
Bolivia (0.6) Mexico (0.6) Paraguay (–0.1)
Ecuador (–0.1) Venezuela (-0.2) Haiti (–1.1)

In parentheses, growth rates (1990–2008) of GDP per person employed. Countries in italics are those for which GDP per
person employed is not available. GDP per capita growth is shown in these cases.
Source: World Development Indicators and Maddison (2007, 2009)
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Causes of slow growth: Bad governments or good governments
with bad policies?

The factors explaining why some Latin American countries benefited more
than others from the policy and institutional changes are to a great extent
idiosyncratic (see Ros, 2012). The most important point to make in the
present context is that the growth slowdown took place in the midst of insti-
tutional changes that were very positive from the perspective of the new
institutional economics, including, as already emphasized, changes in the
direction of so called inclusive political and economic institutions (democ-
racy, the rule of law, and economic liberalization). The failure to accelerate
growth cannot be blamed on bad governments from this perspective.
Was it the result of wrong ideas and/or bad policies undertaken by good
governments?

There were some common factors behind the generalized failure to acceler-
ate growth in the region, compared to the historical performance in 1950–
1980. One such factor was a wrong diagnosis of the debt crisis. The reform
overhaul was rooted in many policymakers’ view that the 1982 debt crisis was
the unavoidable consequence of decades of trade protectionism and heavy
state intervention that had marked—and in their view distorted—Latin Amer-
ica’s development during the postwar period. Thus, this crisis, which started
with the Mexican moratorium of August 1982, was taken to be a crisis of the
whole post war strategy of State-led industrialization. In fact, this view was
simply wrong. In countries with a large public external debt, such as Brazil and
Mexico, the source of the problem was unsustainable macroeconomic pol-
icies, in particular fiscal policy, which led to a debt crisis (similar to today’s
fiscal crises in some European countries) when the creditor banks realized that
Mexico, facing a decline in oil prices since the beginning of 1981 and higher
interest rates as a result of the tight monetary policy in the United States (the
Volker shock), would not be able to repay the debt. The same perceptions were
then extended to the rest of Latin America. It is ironic that the diagnosis was
most clearly contradicted by the problems of the Southern cone countries
(Chile, Argentina and Uruguay) which had abandoned import substitution
and embarked on a path of economic liberalization since themid 1970s. These
countries suffered a crisis in the early 1980s, not as a result of large fiscal
deficits, but rather of increasing problems in their banking sectors and a
rapid expansion of private external debt.

There was also an excessively optimistic view of the benefits of economic
liberalization and the potential of structural reforms to trigger a resumption of
growth. Trade liberalization, for example, was seen as a sufficient condition for
export-led growth and was not accompanied by a real depreciation of the
domestic currency as had been recommended by the advocates of export led
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growth such as Balassa and Bhagwati, as well as, in fact, Williamson’s Wash-
ington Consensus Decalogue (where a competitive exchange rate was part of
the 10 point program). Financial liberalization, as it was undertaken, proved
a disaster leading eventually to the crisis of the liberalization experiments
in the Southern cone in the early 1980s and the Mexican Tequila crisis in
1994–1995. The latter was due to the fact that the lessons from the Southern
cone financial crisis of the early 1980s (that were analyzed by Frenkel, 1983,
and Diaz-Alejandro, 1985a) were simply not learnt.

Another policy failure refers to public investment policy. Public investment
rates in the 1980s, and along with it overall investment rates, fell in virtually
all Latin American countries as a result of the fiscal adjustments that followed
the debt crisis of 1982. This is the case in all the countries shown in Table 17.3
with the exception of Colombia which is precisely the country that, because it
had moderate levels of external debt, suffered less from the debt crisis.23 In
some countries the lower levels of public investment persisted after the recov-
ery of the 1990s or even continued to fall during subsequent efforts at fiscal
adjustment and inflation stabilization. In other countries, very few, public
investment recovered. It is striking that three of the four countries that grew
fastest after 1990 (Dominican Republic, Chile, and Colombia) are precisely those
in which public investment rates at the end of the 1990s were equal or higher
than before the crisis. By contrast, countries where the growth slowdown was
most severe (Brazil and Mexico which had grown at the highest rates from 1950

Table 17.3 Public investment and growth in Latin America

1977–80 1982–85 1997–2000 GDP growth rate 1990–2008

Dominican Rep. 6.3 4.2 6.3 5.5
Chile 6.0 4.6 6.1 5.2
Costa Rica 8.4 6.8 5.1 4.4
Colombia 6.1 8.8 8.2 4.1
El Salvador 6.6 4.5 3.2 3.5
Mexico 9.3 7.5 2.5 3.5
Guatemala 5.9 3.9 3.0 3.4
Argentina 9.5 5.4 1.7 3.1
Ecuador 9.6 7.7 4.9 3.0
Brazil 7.8 5.9 3.4 2.6
Uruguay 6.6 5.1 3.8 2.2
Paraguay 6.7 5.8 7.8 1.9

Notes: Public investment refers to the corresponding period average as a percentage of GDP. GDP is in LCU at
constant prices.
Sources: Everhart, S., and M. A. Sumlinski (2001) and Penn World Table 7.0.

23 The countries in Table 17.3 are those for which data on public investment are available over a
long period of time. Data after 2000 is not available on a comparable basis.
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to 1980) were those where public investment rates suffered a veritable collapse.
This is clearly bad policy not a manifestation of bad institutions.

In sum, the failure of the economic policy changes of the last 3 decades in
producing an acceleration of economic growth in Latin America (or even a
resumption of growth at the historical rates in the pre-crisis period) is not the
result of a lack of changes in economic and political institutions. These insti-
tutions have recorded far-reaching transformations as we have seen in this last
section. The source of the problem has not been “bad governments” but the
policies themselves, conditioned by ideas, ideologies and political constraints,
undertaken by “good governments”.
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18

Geography, Colonialism,
and Underdevelopment

The role in economic development of geographical, climatic, and ecological
differences among countries has been suggested in several versions. An old
one, which goes back to Machiavelli (1519) and Montesquieu (1748), is that
climate has a direct effect on income through its influence on effort. In the
Wealth of Nations, Adam Smith gave inland Africa and the interior of Asia as
examples of geographically disadvantaged regions where a lack of natural
access to markets resulted in slow growth.1 BothMarshall (1910) and Toynbee
(1934, vol. 1) emphasized the importance of climate in affecting work effort
and productivity. Myrdal (1968), a pioneer of development economics,
emphasized the effects of geography on agricultural productivity and the
health of workers. Historians such as McNeill (1963) and Braudel (1972),
and more recently Crosby (1986), have put Europe’s geography and climate
at the center of their explanations for Europe’s preeminence and success in
economic development. Evolutionary biologist Jared Diamond in his 1997
book “Guns, Germs and Steel” has recently contributed to a revival of interest
in the role of geography in development by explaining European dominance
as a result of advantages of Eurasia’s East-West geographical axis in the dis-
semination of agricultural techniques as technological diffusion naturally
works most effectively within ecological zones, along a common latitude,
rather than in a North-South direction, like America’s and Africa’s axis,
which crosses ecological zones. Among development economists, Sachs has
had a major role in this revival since the late 1990s by emphasizing the role of
geographical advantages and disadvantages in explaining long-run growth
patterns and the current differences across countries in incomes per capita
(see Gallup, Sachs, and Mellinger, 1999; Sachs 2000 and 2001).

1 Cited by Darity and Davis (2005).



There is no doubt that there is a strong correlation between level of economic
development and geographical location and climatic characteristics. Consider
the following facts. First, as shown in Table 1.1 in Chapter 1, only 3.1 percent
of the total population in the group of high-income countries (group 1) lives in
tropical countries while 76.6 percent of the total population in the group
with lowest incomes (group 5) is in the tropics.2 The two rich tropical countries
in group 1 are Hong Kong and Singapore and in a broader sample the rich
tropical countries would include also 4 oil rich countries with small popula-
tions (Brunei, Equatorial Guinea, Oman, and Trinidad and Tobago) plus
Macao and Puerto Rico. The poor non-tropical countries in group 5 are only
three: Bangladesh, Lesotho and Nepal. Two other ways in which the relation-
ship between geography and level of development can be expressed is by
noting that there is a positive and strong correlation between GDP per capita
and latitude (i.e., distance from the Equator). The greater the distance from the
Equator, the higher GDP per capita tends to be (see Figure 18.1). Second, all
the main high-income or high middle-income regions—North America,
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Figure 18.1 GDP per capita and latitude
Note: The sample of countries refers to the 87 countries in Chapter 1 (see Appendix to Chapter 1).
Sources: Penn World Table 7.0 for GDP per capita in 2005 dollars and Google Earth for latitude.

2 Tropical countries, as mentioned in Chapter 1, are defined as those in whichmore than 50% of
their land mass is between the tropic of Cancer and the tropic of Capricorn, i.e. between latitudes
23.5 degrees North and 23.5 degrees South.
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Western Europe, North East Asia, the Southern cone of Latin Amrica and
Oceania—are outside the tropics.

The question that arises is whether the strong correlation between geog-
raphy and per capita income reveals the importance of geographical advan-
tages or disadvantages in explaining the large income per capita differences
among countries and if so what are the channels through which geography
affects development. What has been called the “geography hypothesis”
asserts that the large differences in income per capita between countries
located in tropical and temperate regions are largely attributable to geograph-
ical advantages and disadvantages, to the existence of direct and strong effects
going from geography to levels of development rather than to other causes. In
what follows, I discuss the theoretical arguments and empirical evidence
presented in favor of the geography hypothesis (sections 1 and 2) and then
turn, in section 3, to review the controversy about whether geography or
institutions rule in the explanation of today’s large income gaps across the
world. Section 4 concludes by revisiting the question of the deep determinants
of economic development.

1. The Role of Geography in Economic Development:
Theoretical Arguments

Sachs’ argument in “Tropical underdevelopment” (Sachs, 2000) is that there
are three areas in which the geographical disadvantages of the tropics
have determined a substantial income gap with the temperate regions: food
production, health environment, and the capacity to mobilize energy
resources. The initial gap thus generated was amplified by the influence of
economic, demographic and political and military forces.

Income gaps and the geographical disadvantages of the tropics

The disadvantages of the tropics in terms of levels of productivity in food
production were emphasized by Myrdal (1968) and, more recently, by Sachs
(2000) among others. International comparisons have found that, after con-
trolling for differences in agricultural machinery, fertilizer inputs, and the
human capital of workers, agricultural productivity in tropical countries
is between a fourth and a third of the level in humid temperate zones (Weil,
2009, ch. 15). These differences in agricultural productivity among countries
profoundly affect income per capita because farming continues to be the
world’s most important occupation. There are several possible ecological
factors, identified by agronomists, biologists, and economists, which account
for this low level of productivity. They have to do with soil formation and
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erosion, pests and parasites, the effects of outside temperature on plants, and
the availability of water in conditions of high evaporation. In particular, the
pattern of rainfall in the tropics is not good for farming: rain falls seasonally so
torrential monsoons alternate with long dry seasons and rain tends to fall in
deluges that can erode the soil. The absence of frost in the tropics has adverse
effects. Tropical areas are characterized by a wealth of insect life which com-
petes with humans in consuming food crops. This is not the case in countries
where frost kills exposed organisms. Frost slows the decay of organic materials
(by killing the microorganisms in the soil) and preserves the fertility of the
soil. It also helps to control the types of animal diseases that place a heavy
burden on tropical agriculture. Moreover, the seasonal pattern of sunlight in
the temperate zones (long days in the summer and short days in the winter) is
optimal for growing staple grains such as wheat and corn.

There is also good evidence that the tropics constitute a bad health environ-
ment: the incidence of disease is considerably greater in the tropics than in
temperate regions. This is another way in which climate affects income, by
affecting the health of people and thus its human capital. This is due to several
factors: regions where the temperature never reaches freezing support a much
wider selection of parasites and disease carrying insects than do temperate
zones, the physical ecology supports a high level of transmission of infectious
diseases, bad nutrition results from the low productivity in food production,
and there are multiple interactions between malnutrition and illiteracy and
lack of access to medical care. The higher incidence of diseases affects eco-
nomic performance directly and indirectly: it causes a reduction of productiv-
ity due to loss of work days, reduction of physical and cognitive abilities due to
chronic and acute diseases, and indirect effects operating through fertility
rates, the age structure of the population, and the rate of population growth.

There are also large geographical differences in the availability of energy
resources which must have had an important role in generating income gaps
between tropical and temperate countries given that industrialization was
stimulated initially by the availability of coal and later by that of hydrocar-
bons. It turns out that coal deposits are largely concentrated in temperate
zones: in 2008, non-tropical countries accounted for 86.7 percent of world
coal reserves (see Figure 18.2). With respect to hydrocarbons, non-tropical
countries accounted for over 70 percent of global oil production and over 80
percent of global gas production in 2010.

Amplifying mechanisms of tropical underdevelopment

According to Sachs (2000), the direct effects of geography on income levels
were amplified by a number of factors. A first mechanism is that while the pace
of technological innovation in temperate regions was much higher than in
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tropical zones in the 19th and 20th centuries, technological diffusion between
the two regions was very limited due to the fact that key technologies are not
easily transmitted between different ecological zones.

A second mechanism is that the low productivity in food production and
the adverse health environment held back the demographic transition in the
tropics which had the effect of widening the income gap. Low agricultural
productivity slowed down urbanization making the demographic transition
slower to the extent that rural areas had the highest fertility rates. The higher
incidence of diseases directly slows the demographic transition since house-
holds compensate a high infant mortality rate with a high total fertility rate.

The third amplifying mechanism has to do with the fact that the economic
weakness of the tropics was reflected in a geo-political weakness. Colonization
frustrated long-term economic growth in the colonies through various
mechanisms: the relative neglect of the provision of key public goods, espe-
cially primary education and the health of the indigenous populations, the
exclusion from higher education of the colonized population, the creation of
oppressive political mechanisms such as forced labor and taxes to extract
resources from the local population, and the active suppression of local indus-
try in favor of commercial crops and extractive industry.

The low relative productivity of food production in the tropics had another
consequence that was noted by Arthur Lewis in his 1969 Wicksell lectures
on “Tropical Trade”. This is that it generates a large gap in relative wages vis
à vis the temperate zones with much higher productivity in food agriculture.
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As Lewis put it when explaining why the wage of a worker in the production of
a tropical commercial crop (cocoa) is so much lower than the wage of a steel
worker (an industrial worker) in a temperate country: “Each of these two men
has the alternative of growing food. Their relative incomes are therefore
determined by their relative productivities in growing food; and the relative
prices of steel and cocoa are determined by these relative incomes and by
productivities in steel and cocoa” (Lewis, 1969, p. 17). This is Lewis’ answer
to “Why does a man growing cocoa earn one tenth of the wage of a man
making steel ingots?” and to “why tropical produce is so cheap”. That is, the
prices of tropical export agriculture tend to be relatively low given the low
wages that result from the low productivity of food agriculture in the tropics. It
is also the crux of Lewis argument about the long-term evolution of the terms
of trade between manufactures and tropical products: as a result of faster
productivity growth in the food producing sectors of industrialized countries
than in tropical countries, the benefits of technical progress in manufacturing
tend to be appropriated by the developed countries as wages in their industrial
sectors grow faster than in tropical countries.

Indirect effects of geography through openness to trade and spillover effects

The influence of geography on development is not limited to that of climate
and ecology. Geographical location affects openness to trade, with potentially
beneficial effects on specialization, allocative efficiency, and the facilitation of
technology transfer. Proximity to the ocean, for example, affects a country’s
ability to engage in international trade. Distance from the major centers of
economic activity also affects a country’s openness to trade as transport costs
increase with distance from major centers.

A related effect of geographic location on income arises from the existence
of a good deal of clustering among high-income countries. Europe is perhaps
the best example. Among non-European high-income countries, there is also a
good deal of clustering, such as Canada and the United States, Japan and
South Korea, and Australia and New Zealand. Clustering can be explained
by spillover effects if, for example, a wealthy neighbor provides market
opportunities and a source of advanced technology while, by contrast, a
poor neighbor is more prone to political instability and therefore is likely to
be a source of refugees or military aggression (see Weil, 2009). Another pos-
sible explanation for clustering is simply that nearby countries tend to share
common characteristics that may be important for growth such as climate or
culture. As noted by Weil (2009), the clustering of prosperous countries may
or may not represent an obstacle for development of many poor countries
depending on the relative importance of the factors explaining clustering.
Indeed, if clustering is largely due to spillover effects, this is a bonus for a
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number of developing countries near wealthy countries (such as Algeria,
China, Mexico, Morocco, Tunisia, and Turkey) but bad news for most of the
developing world (particularly Sub-Saharan Africa). If spillover effects do not
explain clustering, the clustering itself does not represent additional bad news.

2. The Role of Geography: Empirical Evidence

The long-run growth performance of the tropical and temperate regions

Consider first the evidence on the effects of climate on economic develop-
ment. Using Maddison’s database, Sachs (2000) shows that in 1820 temperate
and non-temperate regions had an income per capita of $794 and $543 dollars
respectively (in 1990 international dollars), a ratio of less than 2 to 1. From
1820 to 1992, GDP per capita in temperate regions grew at an annual rate of
1.4 percent compared to 0.9 percent in the non-temperate regions. The differ-
ence in growth rates was such that by 1992, GDP per capita in non-temperate
regions was only 25 percent of the GDP per capita of temperate regions.
Moreover, the gap in growth rates and the divergence in incomes per capita
have continued in the recent past. In a regression of the growth of income
per capita between 1965 and 1990 on initial income per capita, education and
the share of the population living in a temperate zone, Sachs (2000) found
that this last variable had a positive effect on the growth rate. The size of its
coefficient implies that a temperate zone economy tends to grow 1.6 percent-
age points faster per year that an economy in a non temperate zone (tropical,
arid or a highlands climate zone) which is identical in all other respects. This
means a long-run income per capita gap of the order of 2.7 to 1.

Given these facts, how can the stories of successful growth in the tropics be
explained? What accounts for the outstanding growth performance of coun-
tries, such as Hong Kong, Singapore,Malaysia andMauritius, which have been
able to close the gap with the rich countries? Sachs’ answer is that these
countries, largely in East Asia, present two features. First, they all made great
progress in public health before their economic take off. Second, they adopted
policies geared to shift away from specialization in primary goods, especially
tropical agriculture, and to diversify into export-oriented manufacturing.
The result was that these economies were able to establish new productive
activities (textiles, electronic machinery, semiconductors and electronic com-
ponents) which were not adversely affected by climatic or ecological factors.

Other aspects of geographic location and their effects on income per capita

The empirical evidence supports the link between proximity to the ocean and
GDP per capita. Consider the five income groups in Table1.1 of Chapter 1.
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In group 1 with the highest incomes, the percentage of the total population
living in landlocked countries is 2.5 percent while this percentage increases to
35.1 percent in group 5 with the lowest incomes. Austria and Switzerland are
the only landlocked countries in group 1 while group 5 has 8 such countries
(Burkina Faso, Burundi, Ethiopia, Lesotho, Malawi, Nepal, Rwanda, and Zim-
babwe). Weil (2009) shows that GDP per capita in areas that are within
60 miles of the sea is on average twice as high as GDP per capita in areas
farther inland. There is also a strong positive relationship across regions of the
world between the fraction of a region’s population that lives within 60 miles
of an ocean or a navigable river and the region’s average level of GDP per
capita. This can be illustrated with a comparison betweenWestern Europe and
East Asia, on the one hand, and Sub-Saharan Africa, on the other. Western
Europe and East Asia have high levels of GDP per capita and more than 60
percent of their populations have access to the sea. Sub-Saharan Africa, with a
low level of GDP per capita, has only 21 percent of its population with access
to the sea. Several factors account for this lack of access to the sea: a dearth of
natural ports, absence of navigable rivers, concentration of the population
in the interior highlands, where tropical heat is reduced, and a low ratio
of coastline to land area (while Western Europe has one eight the land area
of Africa, its coastline is 50 percent longer). Distance from themajor centers of
economic activity is another determinant of a country’s international trade
volumes that correlates well with differences in income per capita. Indeed, the
average cost of transporting imports, expressed as a ratio of the total value of
imports, is 3.6 percent for the United States, 4.9 percent for Western Europe,
9.8 percent for East Asia, 10.6 percent for Latin America, and 19.5 percent for
sub-Saharan Africa. The reason is simply that transport costs increase with
distance from major centers: on average, each 1,000 kilometers (600 miles) of
distance from one of the most developed regions of the world (United States,
Western Europe or Japan) increases transport costs by one-percentage point.

3. The Geography versus Institutions Controversy

There is by now a large literature on how important is the role of geography in
economic development and, in particular, on whether it is geography or
institutions, both economic and political, that play a predominant role
in economic development. Another related debate is whether geography
affects economic development primarily through its effects on institutions
or whether it does so through other channels. The geography hypothesis,
associated with Sachs and coauthors, holds that environment directly influ-
ences the quality and productivity of land, as well as the endowment of
human capital and production technologies. The institutionalist view holds
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that the environment’s main impact on economic development runs through
long-lasting institutions. This is for example the argument of Hall and Jones
(1999) who argue that Western Europeans have historically been associated
with high quality institutions, and Western Europeans settled in climates
similar to Western Europe.

Sachs and his coauthors (see in particular Gallup and Sachs, 1998; Mellin-
ger, Sachs, and Gallup, 2000; Sachs, 2000) sparked the recent debates by
offering arguments against competing hypotheses on the observed strong
correlation between level of development and climatic and ecological zones,
as well as other aspects of geographical location. They begin by rejecting
alternative explanations of the strong correlation between level of economic
development and a country’s location in tropical or temperate regions. One
argument is that colonization does not explain these patterns. First, tropical
Africa, the poorest region in the world, was colonized only after 1870 and
featured the lowest incomes per capita already in the pre-colonial period.
Second, tropical countries that were not colonized do not differ in levels of
economic development from tropical countries that were colonized.3 Third,
economic performance in tropical Africa did not improve with independence.
In a related argument, Sachs (2000) also criticizes the interpretation by Hall
and Jones (1999) of the strong correlation between latitude and income per
capita that takes the effects of latitude to operate through Western influence
and the creation of Western-like institutions. Sachs argues that latitude is in
fact a poor measure of the degree of penetration of European institutions
because many mid-latitude regions, such as Central Asia, China, Korea, and
Japan, have in fact weak ties to Europe. At the same time, many equatorial
regions are former European colonies, with strong ties to Europe.

AJR (2001) theory of the colonial origins of comparative development,
discussed in Chapter 17, challenges Sachs’ “geography hypothesis” by
providing evidence against the role of geography in development. One of
their empirical findings is that once the effect of institutions on economic
performance is controlled for, adding latitude as an explanatory variable does
not change the relationship and this variable has the wrong sign and is
not significant. Another finding is that when one adds a dummy for Africa,
this dummy is not significant once we control for the role of institutions. This
suggests that Africa is poorer than the rest of the world due to worse insti-
tutions rather than purely geographic or cultural factors.

In a 2002 article, AJR continue their critique of the “geography hypothesis”
documenting what they call “the reversal of fortune” among former European

3 Sachs (2000) does not elaborate this important point. I can only think of two tropical countries
that were not colonized: Ethiopia and Liberia. Both are poor countries, indeed, but perhaps too few
to constitute a decisive objection to the institutionalist view.
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colonies: the fact that, among these former colonies, countries or territories
that were relatively rich around 1500 had become relatively poor by 1995, and
vice versa, countries and territories that were relatively poor around 1500
had become relatively rich by 1995. In other words, there is a strong negative
correlation between living standards in 1500 (measured by data on urbaniza-
tion and population density) and living standards in 1995. For example, India,
Mexico and Peru were hosts to relatively rich civilizations (the Mughals in
India and the Aztecs and Incas in Mexico and Peru) as measured by their
population density and urbanization, while the civilizations of North Amer-
ica, New Zealand and Australia were less developed. Today, the United States,
Canada, New Zealand and Australia are much richer than India, Mexico or
Peru. This reversal of relative incomes contradicts a simplistic view of the
effects of geography on development because if geographic factors dominated
development, then regions that were rich at the beginning of the 16th century
should also have been rich at the end of the 20th century. Geography didn’t
change in between.

Sachs (2000) has attempted an explanation of the reversal of fortune that is
consistent with a more sophisticated version of the “geography hypothesis”
that emphasizes effects of geography that vary through time. He argues that
areas that were prosperous at the beginning of the 16th century had soil
and climate that were suitable for the agricultural technologies of the
time, but the initial advantages of the tropics were lost with the technological
developments in agriculture that favored countries with temperate climates.
This explanation is rejected by AJR who argue that the reversal in the relative
ranking of countries did not take place during the period of major techno-
logical progress in agriculture (before the end of the 18th century) but
rather much later, during the industrial revolution, and it was related
to industrialization.

What about other influences of geography that could explain the reversal
of fortune? One possibility would be that certain geographic characteristics
facilitate or enable industrialization. For example, industrialization requires
specialization and specialization requires trade. Thus if countries differ
according to their transport costs, it might be those with low transport costs
that take off during the age of industrialization. AJR reject this hypothesis
arguing that there is little evidence that the reversal of relative incomes was
related to geographic characteristics. Many of the previously prosperous col-
onies that failed to industrialize include islands such as the Caribbean,
or countries with natural ports such as those in Central America, India or
Indonesia.

According to AJR (2002), the reversal of fortune is, in contrast, consistent
with the role of institutions in development. It can be explained with an
institutions based hypothesis, i.e. by the different types of institutions that
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were formed by the European settlers. The initially relatively poor regions were
sparsely populated, which made them attractive to European settlers which
once settled had an incentive to establish institutions that provided for them-
selves broad protection of property rights and broadly distributed political
power. By contrast, in initially prosperous, densely populated areas, settle-
ment was less attractive to Europeans which then established extractive insti-
tutions, based on both economic and political inequality. In other words,
the explanation of the reversal is that European colonialism led to the devel-
opment of “institutions of private property” in previously poor and scarcely
populated areas while it introduced (or preserved) “extractive institutions” in
previously prosperous areas with an abundant population that could be forced
to work in mines or plantations or be exploited through the existing tax
systems.

Another issue under debate is if the instrumental variable adopted by AJR,
settlers’ mortality rates, is capturing or not other effects which are linked to
the impact of geography or health on development.4 AJR (2001) examine if
the settlers mortality rates are correlated with climate and other geographic
characteristics by adding variables of temperature and humidity showing that
including these variables has little effect on their estimates. They also investi-
gate if the instrument they use may be capturing the general effects of diseases
on development. In particular, since malaria was one of the main causes of
mortality among the colonizers, the instrument used may be capturing the
direct effect of malaria on economic performance (Sachs and his collaborators
emphasized the importance of malaria and other diseases in the explanation
of poverty in Africa). AJR find that controlling for the incidence of malaria
does not make a significant difference to their estimates.

The extent to which the “reversal of fortune” really occurred has also been
questioned. Using Maddison (2003) estimates, Przeworski (2004) shows that
in a regression of income per capita in 2001 against income per capita in 1500,
the coefficient, although not significant, is slightly positive.5 The coefficient is
also positive when we consider income per capita in 1700 and even more
positive and significant when we consider 1820. Przeworski thus concludes
that according to this information there was no reversal of fortune: the tropics
were always poorer.

4 Recall that AJR (2001) use data on the mortality rates of settlers in European colonies, as a
measure of the difficulty of settling in a particular colony, and on expropriation risk at the end of
the 20th century as a measure of the quality of institutions. They find that areas that were
hospitable to European settlers in the 17th, 18th, or 19th centuries ended up with “good
institutions” at the end of the 20th century, and those areas that were not hospitable to
European settlers ended up with “bad institutions”.

5 Note that Przeworski uses GDP per capita rather than urbanization or population density, as
AJR do, in order to measure the level of economic development.
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There has been over time some convergence in the debate on institutions
versus geography. Defenders of the geography hypothesis, such as Sachs, have
moderated their position recognizing that institutional differences have an
important role in the explanation of income per capita gaps among countries.
For institutionalists, in turn, it is clear that geography matters through
its indirect effects, i.e. as a determinant of institutions. This is very clear in
the case of Engerman and Sokoloff (2002). As reviewed in Chapter 16, these
economic historians relate the different economic growth trajectories in Latin
America and the Caribbean as compared to the Northern United States and
Canada to the different degrees of economic, social and political inequality
prevailing in those two regions. These differences in inequality are in turn
attributed to differences in the composition of factor endowments (including
climate, soil and density of native population, besides the abundance of land
and natural resources), all of which are partly conditioned by geography. The
role of geography in conditioning institutions is also present, implicitly in
AJR, and explicitly in Easterly and Levine (2003) for whom geography
(“tropics, germs and crops”) has a significant effect on the quality of insti-
tutions and, in this way, on economic development.

The scope of the debate has narrowed then to the question of whether there
are direct effects of geography on income per capita, once institutional differ-
ences have been taken into account. Sachs and his coauthors argue that these
direct effects exist (and think that it is absurd to argue the contrary) while AJR
and Easterly and Levine argue that these effects do no exist while Rodrik,
Subramanian, and Trebbi (2004) conclude that, at best, geography has weak
direct effects. To wrap up, it would be surprising if the indisputably strong
empirical relationship between geography and development did not reveal
direct effects on income per capita of geographical advantages and disadvan-
tages. Having said this, it is tempting to attribute a large role to geography as a
fundamental, perhaps the deepest determinant of comparative development.
This role should not be exaggerated. Sachs’ own estimate of the long-run per
capita income gap between a temperate zone economy and a non temperate
zone one is of the order of 2.7 to 1, a magnitude well below that of
the observed income gaps in the world economy that we need to explain.
Moreover, can we be fully confident that proximity to the equator necessarily
explains why countries are poor? First, as noted by Weil (2009), for every one
of the channels considered as a way in which geography can affect income, we
can find exceptions. For example, even though most economic activity takes
place near seacoasts and in temperate climates, one of the fastest growing
economies in the world is that of Botswana, a land locked country in sub
Saharan Africa. The fastest growing city in the US is Las Vegas which is located
in a desert, far inland. Second, one reason why tropical agriculture is less
productive is that research on agricultural technologies is concentrated in
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developing technologies for temperate agriculture. This is an example of how
different levels of development are affecting the technological constraints that
can be wrongly attributed exclusively to geography. Another example has to
do with the adverse health environment of the tropics. Is this really a fully
exogenous factor? One reason that the tropics are so unhealthy for humans is
that less money has been spent on studying tropical diseases (simply because
rich countries are located in temperate climates). All this means that there is
always the possibility that our explanations for the poverty of tropical coun-
tries are after the fact rationalizations. If Scandinavian countries were poor
instead of being some of the most prosperous countries in the world, as Weil
notes, perhaps some economists and geographers would blame their poverty
on the difficulties produced by cold weather and snow, or the depressing
effects of long winters.

4. Concluding Comments

In this last section I would like to comment on some trends in the recent
controversies on which of the fundamental factors of comparative economic
development “rules” and on the usefulness itself of the search for the deepest
determinant.

In these recent controversies, some neo-institutionalists, as already noted in
Chapter 17, have adopted an “institutions only” view that largely denies a role
in development not only for geography but also for other possible determin-
ants. An important argument, and perhaps the strongest evidence, offered to
support this extreme version of the institutionalist thesis is based on natural
experiments involving bordering countries or towns that share the same
geography and have different institutions that have resulted in very different
levels of economic development. However, the fact that, conceding the point
for the sake of the argument, institutions is all that matters in explaining the
comparative development of, say, North and South Korea doesn’t imply that
the “institutions only” view can be applied to other experiences and country
comparisons. Doing so implies a non sequitur. In his review of Acemoglu
and Robinson (2012), Jared Diamond puts this point as follows: “Many or
most economists, including Acemoglu and Robinson, generalize from these
examples of bordering countries and deduce that good institutions also
explain the differences in wealth between nations that aren’t neighbors and
that differ greatly in their geographic environments and human populations”
(Diamond, 2012). Proceeding in this way is like a geographic determinist that
concludes that geography is all that matters for development from the fact
that it is most important in explaining why income per capita in Nuevo Leon,
a NorthernMexican state, or in the Central Federal District where Mexico City
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is located, is much higher (around five times) than the income per capita
of Oaxaca, a Southern Mexican state which shares the same institutions.6

One can even go further and argue that even if we restrict ourselves
to examples of bordering towns or countries, these comparisons do not always
support an institutionalist explanation. Consider the case of the two Nogal-
eses that plays a salient role in Acemoglu and Robinson’s 2012 book.
According to these authors (p. 42): “The reason that Nogales, Arizona, is
much richer than Nogales, Sonora, is simple; it is because of the very different
institutions on the two sides of the border, which create very different incen-
tives for the inhabitants of Nogales, Arizona, versus Nogales, Sonora”. Does
this case reveal something about whyMexico overall is poorer than the United
States? Unlike Mexico in relation to the United States, Nogales, Sonora, is far
more industrialized than Nogales, Arizona, and has a population ten times
larger (over 220, 000 vs. less than 21,000 in 2010). This is, as noted by Sachs
(2012), because it is one of the most industrialized towns in Mexico while
Nogales, Arizona, is one of the poorest places in the United States. The gap in
income per capita is probably well below 2 to 1 in favor of the American town
compared with a gap of over 4 to 1 between the two countries.7 Sachs seems to
have got it right when he says that “the case of the two Nogaleses is about
geography and nothing else. . . . . Nogales, Sonora, exists as an industrial city
because it borders the United States and the terminus of Interstate 19. Firms
invest in the city because it is an excellent location inside Mexico to serve the
U.S. market, but there is no comparable reason to invest in Nogales, Arizona,
since it is a lousy place inside the United States to serve the U.S. market. The
upshot is that Nogales, Sonora, is highly developed compared with the rest of
Mexico, whereas Nogales, Arizona, has to rely on federal and state transfers to
address its poverty” (Sachs, 2012).

As we shall argue in the next chapter, the search for the deepest determinant
of economic development is unproductive. Geographical differences may be
quite important in some comparisons. Sachs (2012) is probably right in
emphasizing that geographic location is most important in explaining why
Bolivia, a landlocked country with much of its territory at more than 10,000
feet above sea level, has been growing more slowly in recent decades than
Vietnam, a country with a vast coastline whose location in booming East Asia
has made it very attractive for foreign direct investment in export oriented
manufacturing plants. Institutional differences may be very important in
other comparisons, such as that of North and South Korea.

6 I am grateful to Emilio Ocampo for conversations on this question.
7 The income per capita comparison between the two towns is a guess estimate considering

income per capita in Nogales, Arizona and in Sonora state in Mexico.
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19

Successes and Failures in Economic
Development: The Keys to the Kingdom

In this chapter we go back to the stylized facts of economic development
presented in Chapter 1 and review them in the light of the growth models
and approaches to development studied in this book. The main themes
around which the chapter is organized are highlighted in the five by
five matrix presented in Table 19.1. This table classifies the 87 countries in
our Chapter 1 sample according to their growth rate of GDP per worker in
1970–2008 and their initial level of GDP per worker in 1970. The table shows,
first, that high income, fast growth countries are very few. For example, in the
fastest growth quintile, there is only one country (Norway) that was in 1970 in
the richest quintile and only four more (Finland, Ireland, Hong Kong and
Singapore) that were in the second richest quintile. This clearly suggests that,
at least in the contemporary world economy, high incomes and fast growth
are not the same. Section 1 in this chapter develops this theme.

A second feature of the table is that low-income countries with fast growth
are also very few. There are only three countries in the lowest income quintile
(China, Lesotho and Mali) that are in the two highest quintiles according to
growth. Most poor countries have been diverging with respect to the high-
income economies. In fact, if we take the United States for comparison, all of
the poor countries in the lowest income quintile, except the three mentioned
above, have been diverging with respect to the United States level of income.
Section 2 deals with this topic, revisiting poverty traps and growth collapses at
low-income levels.

Third, the table shows that there are very few middle-income, medium-
growth countries. For example, in the third quintile according to growth,
there are only two countries (Colombia and Panama) that are in the second
or the third quintiles according to GDP per worker. Middle-income countries
are either catching up or falling behind, i.e., they tend to converge towards
high income levels or tend to diverge away, falling into middle-income traps



or even recording middle-income growth collapses. The third and fourth
sections look at middle-income traps and to contemporary successful devel-
opment transitions. A concluding section revisits the book’s explanations for
the great divergence and club convergence that characterizes the trends in the
world’s distribution of income and comments on the fundamental determin-
ants of economic development.

1. High Incomes and Fast Growth: Not the Same

As already noted in the introduction to this book, in his blurb of Acemoglu
and Robinson (2012), Kenneth Arrow puts the answer to the question in the
title of this chapter as follows: “The openness of a society, its willingness to
permit creative destruction, and the rule of law appear to be decisive for
economic development”. Let us start by looking how well the world’s wealthi-
est countries fit into this succinct expression of the new institutionalist
position.

Table 19.1 A five by five matrix: growth of GDP per worker 1970–2008

GDP
per
worker
1970 1 2 3 4 5

1 Norway US, Australia,
Belgium, Sweden,
Austria, France,
Denmark, Italy, UK

Netherlands, Switzerland,
Canada, Israel, Greece

New Zealand Venezuela

2 Finland,
Ireland,
Singapore,
Hong Kong

Spain, Japan,
Portugal, Chile

Mexico,
Costa Rica,
Jamaica,
Argentina

Iran, South
Africa, Peru,
Namibia, Brazil

3 Turkey,
South
Korea,
Malaysia,
Mauritius

Uruguay,
Dominican
Republic, Tunisia

Colombia, Panama El Salvador,
Guatemala,
Ecuador,
Syria,
Honduras

Nicaragua,
Jordan, Bolivia

4 Egypt,
Thailand,
Botswana,
India,
Indonesia

Pakistan Morocco, Philippines,
Congo, Republic of Benin,
Bangladesh, Gambia The,
Nepal, Tanzania, Burkina
Faso, Mozambique

Paraguay,
Cameroon,
Senegal

Zambia,
Nigeria, Cote
d’Ivoire,
Mauritania,
Ghana, Kenya

5 Mali,
Lesotho,
China

Guinea,
Rwanda,
Malawi,
Ethiopia,
Burundi

Sierra Leone,
Madagascar,
Zimbabwe

Source: Penn World Table 7.0. See appendix to Chapter 1.
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The highly developed countries

Consider the richest quintile (according to income per capita PPP) among
the 177 countries of the Penn World Table. As noted in Chapter 15, five out
of 35 countries in this quintile owe their high incomes to oil wealth combined
with small populations. These countries are not models of “inclusive” eco-
nomic and political institutions, to use Acemoglu and Robinson (2012)
expression but, of course, it can be argued that their economies cannot
be properly called developed. Their wealth depends on their good fortune in
the “commodity lottery” (to use Díaz Alejandro’s expression) rather than
on the long and critical process of structural transformation and recurrent
creative destruction that resulted in industrially and technologically advanced
economies in the other high-income countries. As a result, there is little
that most of the developing world can learn from them in terms of develop-
ment strategy.

If we exclude the oil rich states and other countries with very small popula-
tions from the richest quintile of the PennWorld table, as we did to obtain our
87-country sample, we are left with what we generally refer to as highly
developed countries. The wealthiest countries include nowWestern European
countries, the Western offshoots, as Maddison calls them (that is, the United
States, Canada, Australia, and New Zealand) plus Japan and other East Asian
miracles of the post war period (Singapore, Hong Kong, South Korea, and
Taiwan). The hard core of this group of countries is the richest quintile of
countries in our sample (see appendix to Chapter 1).

Considering this hard core of developed countries, we now get a much
better fit with the institutionalist hypothesis as expressed by Arrow. Indeed,
if we go back to Tables 1.1 and 1.6 in Chapter 1, we find the kind of open
societies Arrow has in mind, countries with open market economies and
democratic states that enforce the rule of law. The trade shares in this quintile
are by far the highest in the sample, a sign of the presence of many small open
economies that have become increasingly intertwined over time. Practically
all of them have democratic political institutions (only 1.1 percent of this
group’s population lives under a non-democratic regime), and they feature the
highest rule of law index (92.9 compared to 64.9 in group 2 and 31.8 in group
5). Their Gini income concentration coefficient is the lowest among the
5 sample groups, suggesting that their relatively egalitarian income distribu-
tions play a role in sustaining democracy and political stability as well as,
possibly, a tolerance for creative destruction.

Having said this, it is worth noting, first, the variety of institutional arrange-
ments that are consistent with high levels of economic development.
These arrangements vary from public and free provision of health care and
higher education to private provision of these services, from relatively high to
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moderate (albeit not low) tax burdens, from low union density in the labor
market and decentralized wage bargaining to powerful unions in highly
centralized wage bargaining systems, and from highly developed to less
developed welfare states.

More important for the lessons we can learn from the experience of the
highly developed countries is that these countries were very different from
what they are today during the historical process of achieving a highly
developed state, and were certainly not always guided by the rule of law and
the invisible hand during this process. While they can generally be referred
today as open market economies, most of them adopted industrial protection
at some stage in their development process (see Chang, 2002) and had mixed
economies in which the public sector provided not only basic social services
and infrastructure but, through public enterprises, many other goods and
services. Similarly, while the vast majority of these countries have today
democratic states that enforce the rule of law, many countries in Europe and
East Asia did not always have democratic political institutions. East Asian
countries, in particular, adopted them relatively recently, and often after,
and not before, their successful development transitions had been achieved.

The high growth countries and contemporary growth miracles

All this leads me to discuss the high growth countries and compare them to
the high-income countries. Table 19.1 makes quite evident the difference
between the high income and the high growth countries in the period
1970–2008. As already noted, there is only one country (Norway) which is
in both the highest growth quintile for that period and the highest income
quintile at the beginning of the period. Only four more countries in the
highest growth quintile were in the second highest income quintile in 1970
(Finland, Ireland, Hong Kong, and Singapore). If we look again to Tables 1.6
and 1.7 in Chapter 1, we can see that the rule of law index in the fast growing
countries is much lower (70.2) than in the high income countries (92.9) and is
even lower than in second group of countries classified according to the
growth rate. While virtually all the high-income countries have democratic
political institutions only slightly more than a third of the population in the
high growth countries lived in 1970 under a democratic regime. High-income
countries have a small trade surplus in primary goods while fast growth
countries have a large deficit, suggesting a strong manufacturing bias in
their pattern of trade specialization. The group of high-income countries is
the more egalitarian of the sample (with a Gini coefficient just above 30) while
the high growth economies have a much higher Gini coefficient (38.1).

Taking a longer time perspective, we can identify for the whole post war
period the experiences of countries with such high growth rates over an
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extended period of time that they may be called the contemporary growth
miracles. Table 19.2 presents these experiences, defining a growth miracle as
the achievement of at least 7 percent annual GDP growth for more than 25
years or at least 6.5 percent annual GDP growth for more than 30 years.1

Leaving aside Botswana, a country with a small population and well-man-
aged natural wealth, what all these countries have in common is that they
achieved their period of fastest growth during a rapid process of industrializa-
tion (see the discussion in section 3, Chapter 8). Their most salient common
feature is their pro-manufacturing bias in the pattern of trade specialization.
This bias was consistent with trade regimes that combined import substitution
during at least an initial period (Brazil, Malaysia, Mexico, Thailand) with
varying degrees of manufacturing exports promotion (especially in South
Korea, Taiwan and Singapore). Other characteristics varied across countries.
The policy regimes laid greater or lesser emphasis on State-led promotion of
industry going from relatively laissez faire Hong Kong to State dirigisme with
mixed economies in Brazil, Korea, Mexico and Taiwan. Openness to foreign
investment also varied fromhighly open regimes in Hong Kong and Singapore
to moderately open in the Brazilian and Mexican experiences to relatively

Table 19.2 Contemporary growth miracles since 1950

Period of high
growtha gGDP

GDPpC First
Yearb

GDPpC Final
Yearb

GDPpC
2008b

Japan 1950–73 8.7 23.7 76.6 77.9
Mexico 1950–81 6.7 25.8 39.3 29.4
Taiwan 1950–97 8.5 9.6 56.9 67.1
Hong Kong 1951–2008 7.0 22.7 101.7 101.7
Brazil 1953–80 7.8 14.5 32.1 21.5
Thailand 1958–95 7.9 5.5 18.3 18.1
Singapore 1959–2000 8.3 19.5 79.1 90.2
South Korea 1962–2000 7.7 11.1 48.3 58.9
Botswana 1965–90 12.5 3.4 18.3 25.2
Indonesia 1967–96 7.7 3.4 9.6 8.9
Malaysia 1969–97 8.1 9.7 27.2 27.5
China 1977–2008 9.8 2.0 14.8 14.8
Vietnam 1981–2008 7.0 2.7 6.3 6.3

Notes: gGDP: Rate of growth in Local Currency Units at constant prices except for those countries where the source is
Maddison (Hong Kong, Taiwan and Singapore). GDPpC: GDP per capita
a Period in which GDP growth was 7%ormore for at least 25 years or 6.5% ormore for at least 30 years. Japan from 1950
to 1973 does not fit exactly with the definition but is included since its period of high growth started before 1950.
b As Percentage of US GDP per capita in PPP.
Sources: Penn World Table 7.0 and Maddison (<http://www.ggdc.net/MADDISON/oriindex.htm>).

1 Spence (2012, p. 54) identifies 13 experiences of countries with an average GDP growth rate of
7 percent per year or more for at least 25 years. These countries are included in Table 19.2 with the
exception ofMalta and Oman that we have excluded due to their very small populations. However,
the periods of the growth miracles that we identify are not the same as Spence’s.
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restrictive ones in South Korea and Taiwan (see Fajnzylber, 1990; Amsden,
2001; Chang, 2002). A variety of political institutions prevailed. Japan had a
continuously democratic regime, periods of authoritarianism and democracy
alternated in countries such as Brazil, Korea, and Taiwan, and continuously
authoritarian systems (during the years of high growth) prevailed in China,
Mexico, and Singapore.

A historical perspective also suggests that understanding the determinants
of high income only partially overlaps with understanding high growth. Some
of today´s developed countries were never fast growing economies: “Australia
was born rich” as Diaz-Alejandro used to say and the United States, the
technological leader, has been secularly growing at a rate (around 2 percent
per year or even less in early periods of development) that pales in comparison
with rates recorded by today’s fast growing economies. At the same time,
achieving high growth may not lead to high incomes: some of today´s low-
income, fast-growing economies may not become developed in the future if
they fall into a middle-income trap or suffer a growth collapse. All this means
that the keys to preserve a developed economy status are not the same as the
keys to achieving fast growth. The policy implication of all this is that apply-
ing the recipe, if there were a single one, to preserve a high income level may
be quite inappropriate to the achievement of fast growth in a low or middle-
income country. This was, in fact, a starting point of classical development
theory.

2. Poverty Traps and Growth Collapses at Low-income Levels

Consider now the poorest quintile (according to income per capita PPP)
among the 177 countries of the Penn World Table. In this group we have,
mostly, very poor Sub-Saharan African countries (30 out of the 35 in the
group) plus Haiti, the poorest country in the Western Hemisphere, and a
number of South and East Asian countries (Afghanistan, Bangladesh, Nepal,
and Timor-Leste).

If we limit ourselves to the low-income groups (groups 4 and 5) in our 87-
country sample, for which we have information on growth performance since
1970, one striking feature in these countries is that most of them are also slow
growth countries.2 In fact, as already noted, in the poorest quintile in 1970

2 The percentage of the total of low-income countries which are also slow growth countries
would probably increase if more information were available in the Penn World Table. Countries
such as Haiti, Afghanistan, or Nepal, which are not in the 87-country sample, would probably be in
the slow growth category.
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there are only 3 countries (China being themost remarkable case) which are in
the fastest growth quintile. As many as 27 countries out of a total of 36 in the
poorest two quintiles in 1970 are also slow growth countries in the sense that
they have been diverging with respect to the United States (see Table 19.1).
Twenty-two of these 27 low-income, slow growth countries are in Sub-
Saharan Africa, the rest being Bangladesh, Morocco, Paraguay, Philippines
and Nepal (see Table 19.1).

This fact, that the low-income groups largely overlap with the slow growth
groups, clearly suggests that there must be common factors that explain both
slow growth and low income and/or that there are feed-back effects from low
income to slow growth, in other words that there are poverty traps. Among
the possible common factors explaining and interacting with both slow
growth and low income are institutional features. Most of those 27 low-
income, slow growth countries were colonized by Europeans that took advan-
tage of existing extractive institutions or created new ones. They have
the lowest rule of law indexes and the highest incidence of non-democratic
regimes as shown in Table 1.6 in Chapter 1. Another possible common factor
refers to geographical disadvantages. Around 60 percent of the population
in the two poorest quintiles lives in tropical countries (see Table 1.6 in
Chapter 1). A striking feature in this group of countries refers to the high
incidence of landlocked and small population countries. As already noted in
Chapter 18, eight countries in the poorest quintile are landlocked although it
is worth noting that one of them, Lesotho, is in the fastest growth quintile.

The feedback effects of low income on growth that can generate a poverty
trap include a diversity of cannels that have been reviewed throughout this
book. These encompass interactions between small market size, increasing
returns to scale and high elasticity of labor supply, the feedback effects of
low income on growth operating through human capital accumulation or
institutional weaknesses, and the effects of geographical disadvantages exacer-
bating the adverse consequences of small population size or increasing returns
to scale. A result of these feedback effects is the existence of a threshold level
of income below which no sustained growth is possible. This threshold may
result from a variety of sources including a low level of human capital deter-
mining a low “absorptive capacity” in the sense of Nelson and Phelps (1966)
as in Benhabib and Spiegel (2005). Institutional factors include the absence of
the rule of law in poor countries (as in Easterly’s 2006 criticism of the big push)
or the existence of institutions that do not permit full advantage to be taken of
technology transfer (Acemoglu, Aghion, and Zilibotti, 2006). Still other possi-
bilities are high inequality generating political instability (see Chapter 16 on
the effects of inequality on the threshold level of convergence), a small market
size interacting with increasing returns and geographical disadvantages, or
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what Abramovitz (1986) meant by a lack of “social capability” which encom-
passes some of these factors.3

3. Middle-income Traps and Growth Collapses

Not all the countries with negative or very slow growth rates have low
incomes. Slow growth traps and growth collapses can also take place at
middle-income levels.4 In these experiences, countries with substantially
higher incomes than the poorest countries have been diverging vis a vis
the per capita incomes of the high-income economies. In some cases, they
have been recording negative growth rates and thus have suffered veritable
growth collapses.

As shown in Table 19.1, several countries in the intermediate income quin-
tiles (groups 2 and 3) suffered stagnation or negative growth rates over the
period 1970–2008. The Latin American cases include Argentina, Brazil, Costa
Rica, Ecuador, El Salvador, Guatemala, Honduras, Mexico, Peru, plus Vene-
zuela if we include a country from the highest income quintile. These experi-
ences have been discussed in Chapter 13 where we saw that it was the growth
collapse following the debt crisis of the 1980s which initiated their slow
growth period. In other regions, similar experiences of middle-income traps
or collapses include Iran, Jordan and Syria in the Middle East and South Africa
and Namibia in Sub-Saharan Africa.

Most of these countries have in common high levels of inequality, a pattern
of trade specialization biased towards primary goods exports,5 and external
shocks, particularly a debt crisis, as the trigger of the growth collapse. They
have recurrently been used to illustrate the demand constraints on growth
arising from debt traps (Chapter 13), the risks of badly managed natural
resource abundance and the vulnerability to external shocks in conditions
of high primary exports dependence (Chapter 14), as well as the weakness of
institutions of conflict management in conditions of high inequality
(Chapter 16).

3 As noted in Chapter 3, Abramovitz (1986) includes as important elements of social capability a
society’s educational level and its political and economic institutions (including industrial and
financial institutions).

4 Divergence starting from high incomes is rare. As shown in Table 19.1, only two high-income
countries in 1970 (New Zealand and Venezuela) were in the two lowest quintiles according to
growth in 1970–2008. In the past, Argentina also belongs to this group of initially high-income
countries and divergence away from the technological leaders. The incidence of growth collapses at
high income levels may change in the future if the current European slump persists for a long
period of time.

5 This applies also to Mexico, a major oil exporter at the time the growth collapse occurred.
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4. Successful Development Transitions

Some six decades ago, a number of today’s high-income countries were
lagging well behind the United States level of per capita income. Their
experiences constitute the contemporary successful transitions to a highly
developed state. The most remarkable cases are rather few. Figure 19.1
shows, for a large sample of countries, the levels of GDP per capita as a
percentage of the US level in 1950 and 2008. Consider the countries with
less than 50 percent of US GDP per capita in 1950 andmore than 75 percent of
the US income level in 2008. Some of these successful development transi-
tions resemble the experience of a long distance runner: the growth rate was
not as spectacular as in the growthmiracles reviewed earlier but a high growth
rate was sustained for a long period of time. Austria, Finland, and Irelandmeet
these conditions. They reached income levels higher than 75 percent of the
US income level in 2008 starting from a per capita income less than half the
United States level but not too far from it. Other long distance runners with
less than 50 percent of US income in 1950 were in 2008 close to the 75 percent
mark: Italy (68.1 percent), Spain (66.8 percent), Greece (65.2 percent), and
Israel (60.2 percent).

Other successful transitions are more recent and even more impressive. The
experiences (Hong Kong, Japan, and Singapore) belong to the growthmiracles
discussed earlier. In a couple of generations these countries moved from low or
lower middle incomes to very high incomes (higher than the US in the case of
Hong Kong). Taiwan with 68.4 percent and South Korea with 58.9 percent
of United States income in 2008 are close to replicating the same experience.

It is worth noting, however, that most growthmiracles have not led, at least
not yet, to successful development transitions. In Brazil and Mexico, the
transition stopped at middle-income levels and for the past 30 years these
countries fell into a slow growth trap at rates well below those of the techno-
logical leaders. We have looked in the previous section and in Chapter 13 to
the reasons for this. In other cases (Botswana, China, Indonesia, Malaysia,
Thailand, Vietnam), in which the growth miracle started relatively recently
from very low-income levels, the transition process is still going on at high
rates but the countries are still very far from reaching a highly developed
status: in 2008 they all had less than 30 percent of the US income per capita
(see Table 19.2). Whether they will or not close the gap with the technological
leaders is impossible to say. Will they follow the experience of Japan and
Singapore? Or will they fall into a middle-income trap as Brazil and Mexico?

What is more certain is that as they approach high income levels their very
fast growth processes will slow down as diminishing returns to capital set
in, Gershenkron’s advantages of technological backwardness progressively

Successful Development Transitions

409



disappear, or a financial crisis throws them into a demand-constrained growth
path. In fact, this has started to happen. Since the Asian financial crisis of
1997–8, the GDP growth rates of Indonesia, Malaysia, and Thailand have
fallen below 7 percent (2.4 percent, 4.7 percent, and 3.0 percent respectively
from 1997 to 2008). The same happened to Botswana after 1990 (6.1 percent
GDP growth rate from 1990 to 2008).6

5. Concluding Comments

One stylized fact results from the features and trends just reviewed. This is the
combination of what has been called the great divergence—the widening gaps
which still continue today between the world’s richest and poorest countries,
and club convergence—the tendency to converge towards the productivity
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Figure 19.1 GDP per capita relative to US level in 1950 and 2008
Source: Penn World Table 7.0 and Maddison Project (<www.rug.nl/feb/onderzoek(onderzoekcentra/
ggdc/index>).

6 It is worth noting, however, that even if growth is likely to eventually slow down, the level of
output worker may well surpass that of today’s technological leaders if the investment rate
continues to be higher than in the leaders and even if the rate of growth of productivity
converges to that of the technological leaders. In fact, today, the United States, which may be
said to be the technological leader, does not have the highest output per worker among developed
economies. Norway and Hong Kong do.
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levels of the technological leader after some prerequisites have been fulfilled.
These two features are clearly visible in Figure 19.1. The large number of
initially poor countries that are below the 45-degree line (i.e., that were in
2008 even poorer relative to the United States than in 1950) speaks about the
great divergence since 1950. The fact that almost all of today’s developed
countries are above the 45-degree line, i.e., that these initially middle-income
countries have been catching up with the United States level of GDP per
capita, illustrates club convergence.

There is not a single model that can explain this stylized fact and one that is
clearly superior to other explanations. A classical development model featur-
ing increasing returns to scale and surplus labor in appropriate doses to
generate a poverty trap at low-income levels and a take off followed by
convergence at middle-income levels may be our favorite but is indistinguish-
able in its implications from a variety of models that feature the “Gershenk-
ron-Abramovitz” hypothesis, i.e. that combine a Gershenkron’s advantage of
backwardness together with a threshold level of income below which conver-
gence cannot take place (see, in particular, Chapters 4 and 5). The threshold
income level below which there is a poverty trap may due to a variety of
factors as we have seen throughout this book and summarized in the previous
section on poverty traps.

What seems clear is that the presence of increasing returns to scale is behind
club convergence, as argued extensively in Chapter 8 when reviewing the
evidence for the classical development model. It also seems clear that increas-
ing returns to scale strengthens the hold of the trap and is thus behind the
great divergence. As noted in Chapter 3, under constant returns to scale there
are no obstacles, strictly speaking, to the adoption of the superior technologies
nomatter how small the amount of capital available to an individual investor.
Whatever the merits of alternative explanations of poverty traps, removing
the assumption of constant returns to scale and assuming increasing returns
seems essential to understanding why if modern technology has shown the
potential to raise living standards to first-world levels, the vast majority of the
world’s population lives in poverty in underdeveloped countries.

Another major topic in this book has been the role of the so-called funda-
mental determinants of economic development. We have already recalled in
previous sections in this chapter the various roles that these determinantsmay
have had in the great variety of contemporary development experiences.
Regarding the search for the fundamental determinant of economic develop-
ment, i.e., whether institutions. geography, openness, or some other deep
determinant, “rules”, it seems clear that the search itself is probably unpro-
ductive. Institutional failures may in some countries be the major factor
impeding development. Clearly geography, culture or the initial endowment
of human capital cannot explain why North Korea is much poorer than South
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Korea. In other country comparisons, geographical disadvantages or factor
endowments and the pattern of trade specialization may be much more
important than institutions, as discussed in previous chapters. The develop-
mental effects of trade policy are likely to be highly conditional on various
factors including economic size and the pattern of trade specialization. The
relative importance of the different determinants can also change over time
for the same country. For example, geographical disadvantages, together with
(rather than instead of) the lack of institutional modernization, had an
important role in explaining why the Mexican economy lagged behind the
United States andWestern Europe before the advent of the railways in the late
19th century, but had much less importance afterwards (see on the subject,
Coatsworth, 1978; and Moreno-Brid and Ros, 2009).

There seems to be a lack of recognition of this simple observation in much
of the recent literature on the deep determinants of economic development.
Fundamentalists on one side or another, by ignoring the role of other “deep
determinants” of development and the interactions and feedback effects
involved, are paradoxically led to downplay the historical reasons for devel-
opment and underdevelopment. This applies paradoxically to some new in-
stitutionalist and I say “paradoxically” because the new institutionalism was
originally inspired and informed by economic and political historical studies.

There is here a link with the neglect of today’s developed economies history
when discussing why they are developed and the resulting confusion, to
which I referred to at the beginning of this chapter, between the factors that
contributed to the economic process of structural transformation and the
features that characterize today’s advanced industrial democracies. In 1986
at the beginning of the contemporary revival of interest in growth theory and
empirics, William Baumol noted and complained about the neglect of eco-
nomic history in the modern economics of growth.7 This observation con-
tinues to have relevance 27 years later. To make progress in understanding
those determinants and interactions, modern development economics and
growth theory need to draw much more on economic history. This implies
following the original path taken by the new institutional economics and also
the example set by classical development theorymore than half a century ago.
Perhaps it is there, in the insights of good old theory and the economic history
of particular countries, where the keys to the Kingdom are to be found.

7 As he put it: “For all the interest now expressed in the subject of long-run economic growth
and policies ostensibly directed to its stimulation, it does not seem to be widely recognized that
adequate economic analysis of such issues calls for the careful study of economic history-if only
because it is there that the pertinent evidence is to be found. Economic historians have provided
the necessary materials, in the form of brilliant insights, powerful analysis, as well as a surprising
profusion of long- period data. Yet none of these has received the full measure of attention they
deserve from members of the economics profession at large” (Baumol, 1986, p. 1072).
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